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Abstract: Internet traffic classification is an area of current research interest. The failure of port and payload based 
classification motivates researchers to head towards a machine learning (ML) approach. However, training and 
testing dataset validation has not been formally addressed. This paper discusses the problem of ML dataset 
validation and highlights three training issues to be considered in ML classification. The first issue is based on 
different network characteristics being training and testing datasets which are collected from two different networks. 
The second issue considers training dataset classes whose real online traffic classes are not presented. The third 
issue is the geographic place where the network traffic is captured. Real Internet traffic datasets collected from a 
campus network are used to study the traffic features and classification accuracy for each validation training issue. 
The experimental results demonstrate that there are differences in some traffic features such as inter-arrival time 
when training and testing data were collected from different networks. Furthermore, the experiment of the second 
issue shows that the online classifier achieved the highest accuracy (92.22%) when the ML classifier was trained by 
dataset classes which have the same ratio of the real online traffic. For the geographic capturing level, the results 
indicate that there is a difference in the traffic statistical features when the capturing level is different.  
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1. Introduction  

Internet service providers (ISPs) and network 
operators are mostly interested in knowing the amount 
of traffic carried by their networks for the purposes of 
optimizing network performance and security issues. 
Therefore, Internet traffic classification is something 
valuable, particularly for interactive traffic applications 
such as VoIP and online games. 

Simple classification assumes that most 
applications use well-known port numbers, and the 
classifier uses this port number to determine the 
application type. However, most Internet applications 
use unknown port numbers, or more than one 
application uses the same port number, which indicates 
the failure of port base classification [1]. Another 
classification method is payload based (deep packet 
inspection) [2], which is individual packet inspection, 
looking for unique signatures. However, this technique 
faces two problems. The first is that it is difficult to 
detect non-standard ports by using packet inspection 
because of packet encryption. The second is that deep 
packet inspection touches on users’ privacy. In order to 
solve the problem of past classification methods, 
machine learning (ML) technique is developed. ML [3] 
[4] uses artificial intelligence to classify IP traffic, 

which provides a powerful solution by extracting the 
right information from application features [5]. 
Moreover, some of ML algorithms are suitable for 
Internet traffic flow classification at high speed [6]. 
Some ML algorithms such SVM can prepare an 
excellent learning method because of its fast learning 
rate and the acceptable complexity [7]. ML technique 
performs in several steps. First, selects of informative 
features as the attributes of the traffic flow such as 
packet length, inter-arrival time, protocol, idle time, etc. 
The second step is training the selected features to 
establish classification rules. Finally, ML classification 
is applied for unknown packets/flows using training 
rules. ML consists of different algorithms which are 
categorized into two main types: supervised and 
unsupervised learning.  

This paper highlights the problem of ML 
training and testing datasets from three points of view 
and we called these points validation issues. Firstly, the 
effect of having training and testing datasets collected 
from the same or different networks environment. 
Secondly, consideration of the real majority and 
minority classes on the training datasets in case of 
online classification. Thirdly, the effect of having 
training and testing datasets which captured from the 
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same or different network geographic levels (switch). 
Therefore, we utilize real Internet traffic through three 
experiments to investigate the impacts of each case in 
ML dataset features and classification performance.  

The rest of this paper is organized as follows. 
Section 2 discusses the three ML datasets validation 
issues. Section 3 highlights some of related works from 
validity of the data point of view. Section 4 presents the 
experimental results and analysis. The conclusion of 
this study is shown in section 5. 

 
2. ML datasets validation issues  

One of the main problems encountered in 
machine learning Internet traffic classification is the 
validation of training and testing datasets. Normally, 
dataset characteristics are supposed to be similar to the 
real network environment. In this section, we analyze 
each one of the three previous issues to highlight the 
factors that can affect the relationship between ML 
training and testing datasets. It is important to note that 
all the following three issues have more effect with 
online classification and less effect with offline 
classification.  

 
2.1 Training and testing ML dataset collected from 

the same/different networks environment 
The networks include different configurations 

such as using real IP, using NATed IP[8], etc. The 
question arises here: are the statistical features of 
Internet application the same in different network 
scenarios? In other words, what is the effect when we 
collect training and testing datasets from the 
same/different network? Many sub-questions can arise 
from this main question, such as: 

 
 What is the effect if the training and testing 

datasets are collected from different network 
environments? 

 What are the benefits if the training and testing 
datasets are collected from the same network? 

 What are the traffic features that will be affected 
when we change the network characteristics? 

 What information needs to be added in ML 
research papers about training and testing 
datasets? 

 
For the same class in ML Internet traffic 

classification, the training dataset is assumed to 
represent the testing dataset. Figure 1 shows a basic 
example for two users running the same application 
class (http) in two different networks. The question here 
is: does http traffic generated by user 1 and http traffic 
generated by user 2 have the same traffic features? 

 
 
 

 
Figure 1. Two users in two different networks run the 
same application 

 
We believe that different network scenarios 

can generate different traffic patterns. This variation 
means the values of the traffic features (such as inter-
arrival time and packet length) can be different when 
the network segments are different. According to 
Nguyen et al. [9] many Internet applications change 
their statistical properties over time. Alshammari et al. 
[10] did a good comparison between classification 
accuracies of Skype traffic when the training and 
testing datasets were collected from different networks 
as well over different years. The training dataset 
(Univ07) was collected in 2007 from a university in 
Canada. Three testing datasets were considered: the 
first when the training and testing datasets were 
collected from the same network; the second when 
testing dataset was collected from the same network as 
training datasets but for different year (Univ10); the last 
when the testing dataset was collected from different 
country (Italy). The results show that the Detection 
Rate (DR) is high and False Positive (FP) is low when 
the training and testing datasets come from the same 
network and at the same time.  

 
 2.2 Considering the real majority and minority 

classes on the training datasets for online 
classification 

The second ML datasets validation issue is the 
effect of using imbalanced training datasets. In Internet 
traffic, some application classes generate a lot of flows 
(majority) and others only generate a few flows 
(minority). WWW applications in University of 
Cambridge generate about 55.06% of flows, while 
interactive applications only generate 0.15% [11]. In 
particular for online classification, imbalance means 
that the distribution percentage of the classes in the 
training datasets does not represent the real distribution 
environment. Figure 2 shows an example of an ML 
classifier that did not consider the real dataset 
distribution in the offline training stage. Considering 
majority and minority classes in the training stage 
which is totally different from the real online traffic 
leads to an axiomatic question: what are the effects if 
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the ML classifier did not consider the real online 
majority and minority classes on the training datasets? 

 

 
Figure 2. Between training and real classes dataset 
distribution 
 

The ML classifier results bias towards 
majority classes and misclassify the traffic of minority 
classes seriously [12]. In order to build balanced 
training datasets, some articles [13] select equal 
numbers of flows for each class; however, it would 
modify the real distribution of flows [12]. There is a 
research gap on the problem of imbalance learning [14]. 
All the state-of-the-art works that we covered studied 
the imbalanced problem to enhance the accuracy of 
minority classes, but they did not look from the online 
classification point of view. Our study differs from 
others since it evaluates the used training dataset itself. 
This evaluation is to show the impact of an imbalanced 
training dataset on the online classification performance. 
We believe that the online ML Internet traffic classifier 
is supposed to be trained offline by the same/near 
distributed percentage of the real online traffic. As an 
example, if the WWW applications represent 80% of 
the real traffic, then the classifier is supposed to 
consider the same percentage (80% or near) for WWW 
applications in the training stage. It is known that the 
ML algorithms have less impact when they consider 
skew dataset distribution [14].  

 
 2.3 The effect of capturing the training and testing 

datasets from the same/different network level 
The capturing level means the geographic 

switches/routers where the data was captured. In this 
section we need to highlight the question: does the 
value of the traffic features (such as inter-arrival time 
and packet length) change if we change the geographic 
capturing place in the same network? Figure 3 shows 
two different geographic capturing places for the same 
user traffic. From this figure, the previous question can 
be written as: Are the statistical features the same in 
Usr_traffic_level1 and Usr_traffic_level3? In particular, 
can we train the ML classifier by data collected from 
switch of level 1 to classify the traffic that passes 
through the switch of level 3?  

 

 
Figure 3. Two different geographic capturing places for 
the same user traffic 

 
The traffic time characteristics can change 

rapidly during traffic congestion [15]. There are two 
factors that can affecting router congestion: the 
forwarding packet rate and the rate that packets enter 
the router input queue [16]. Therefore, some traffic 
feature such as inter-arrival time of the same flow can 
differ from switch level to another in the same network. 
Therefore, in Figure 3, Usr_traffic_level1 and 
Usr_traffic_level3 can differ in case of congestion 
occurring in any of the switches. The ML dataset 
instance is defined as traffic features such as Inter-
arrival time, packet length, flow duration, etc. If these 
features are affected by changing of the capturing level, 
then the classifier performance will be affected.  

The previous three sections can summarized in 
the following question: Based on network 
characteristics, multi-class balancing (multi-class 
percentage distribution), and geographic capturing 
places; how to increase traffic characteristics similarity 
between training and testing datasets? 

 
3.  Related works 

In this section, we will discuss the Internet 
traffic classification works to highlight the lack of work 
which considers the three ML datasets validation issues 
mentioned before. In addition, Table 1 summarizes 
some of previous works based on these ML validation 
issues.  

Alshammari et al. [17] aimed to classify 
encrypted traffic; SSH and Skype were considered as 
the case study. The authors developed classifier trained 
data from one network to test on data from an entirely 
different network. The testing data is collected from 
three different places (Dalhousie traces, public traces 
and DARPA99 traces). Each of these traces is trained 
from the Dalhousie network. However, the question 
here is how to ensure the validity of output of the 
testing stage when the training and testing data for both 
sets of data is totally different.  

The authors in [18] used AdaBoost and C4.5 
to classify the traffic into Skype and non-Skype. The 
Skype traces were collected as labelled data and taken 
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from the campus network. The data were separated into 
UDP and TCP and classified independently. The 
classification results are 98% and 94% for UDP and 
TCP respectively. However, the labelled datasets were 
collected at different classification times. This causes a 
difference between classification environment and 
dataset collection.  

The researchers in [4] used ML in their work 
to identify Internet traffic applications. The authors 
used ten-fold cross-validation with 100 packets sub-
flow. The results showed about 98% precision and 86% 
recall. As has been the case with the previous works, 
the problem is the use of training and testing datasets 
which were collected from two different environments. 
The first traces collected in real-time using Tcpdump 
(of unknown origin). The second group comprises the 
offline pcap files which were obtained from University 
of Twente (saved files). Again the question is how to 
train the classifier by datasets collected from one 
network and to examine this classifier by datasets from 
another network, where the characteristics of the two 
networks may be different.  

The authors of [19] proposed a method to train 
the classifier on a combination of short sub-flows to 
optimize the use of ML classifiers. This is to achieve 
classification decision before flow expiring, which is 
very helpful in real-time classification. Some traffic 
features were derived from the first n packets of the 
flow to identify the flow. The proposed method was 
used to classify an online game (Wolfenstein Enemy 
Territory). However, the ML dataset includes a mix of 
two traces. The first traces were collected during May 
and September 2005 from a public game server in 
Australia. The second traces were two 24-hour periods 
collected from the University of Twente, Germany, on 
6-7 February 2004. Thus, the problem was how to mix 
two datasets collected from different networks at 
different period of times. This can be done if the 
authors ensure that both networks have the same 
characteristics. 

The researchers of [20] proposed a wireless 
mesh network traffic classification using C4.5. Sub-
flow with application behaviors was applied to solve 
the problem of how to select represented sub-flow. 
Based on the statistical features of the first n packets, 
the classifier clusters the flow to one of the defined 
applications. The proposed method was used to identify 
some Internet applications such as http, SMTP, FTP, 
Kazza etc. Similar to the previous study, the ML 
datasets were collected from two different networks 
(campus and residential) which can have different 
characteristics. Thus, as an example, how can it be 
ensured that the inter-arrival time of http traffic is the 
same in both networks?  

Sun and Chen [21] proposed a method which 
is suitable to identify the application association with 

TCP flows. This is based on total data length sent by 
client (ACK-Len ab) or server (ACK-Len ba) before it 
received ACK packets. The proposed method was 
verified by using an ML classifier (C4.5) to classify 
four types of Internet applications (WWW, FTP, 
EMAIL and P2P). These applications were collected 
from three different places as follows: first trace was 
provided in London UK. in 2006, the second trace was 
used by [22], which was collected from university in 
France. The last trace was gained from the author work 
environment (China). In the same manner as other 
researches, the traces were collected from different 
network environments as well different times. Because 
the classifier was trained by datasets collected from 
three different networks, it’s difficult to use this 
classifier online to identify the traffic of any one of the 
same networks.  

Nguyen, Armitage et al. [23] proposed and 
analyzed an approach of training ML classifier using 
sets of features calculated from multiple sub-flows at 
different points. This allows the classifier to quickly 
identify the application at any point of a flow’s lifetime. 
Forward and backward flows are differentiated by 
features swapped called synthetic sub-flow pairs (SSP). 
Three training methods were considered: training with 
full flows, training with one sub-flow, and training with 
multiple sub-flows. As with [19], the datasets were 
collected from two distinct networks: a public game 
server in Australia (2005) and a home network (2007). 
The same question can arise: how to ensure the 
similarity between the training and testing datasets for 
the same class in case of online classification.  

In order to achieve the requirements of the 
network activities, a traffic classifier based on support 
vector machines (SVM) was presented in [24]. The 
dataset included three traces collected from three 
different places: 1) Moore_Set which collected from 
Cambridge University; 2) Handmade_Set which was 
labelled in the author’s laboratory (China); 3) 
University_Set which collected from Nanjing 
University of Posts and Telecommunications. Based on 
statistical features, the classifier used the first ten 
packets to identify the flow. However, the authors did 
not consider the capturing of training and testing 
datasets from the same place, which is an important 
datasets validation issue. In addition, how to classify 
flow includes a large number of packets based on only 
ten packets. 

The authors of [25] proposed an approach that 
used inter-packet times (IPT) to classify VOIP and 
online gaming traffic. The method was built based on 
the hypothesis that real-time interactive applications 
normally send out a constant-packet-rate (CPR). The 
authors used deviation-based CPR-traffic to perform the 
classification. Different deviation metrics, such as 
standard deviation and coefficient of variation were 
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analyzed to builds an estimator for short-term IPT 
deviation. The method is useful if the packet-rate of the 
online game is constant in all networks types. However, 
the characteristics of the same internet applications 
differ from each other based on network characteristics 
[26]. Furthermore, the considered traces were collected 
from five different networks as well different times.  

In order to utilize comprehensive resources of 
all studies on online games traffic, the authors of [27] 
provide review of all studies on Massively Multi Player 
Online Games (MMOG) which became popular type of 
games in recent years. The authors categorize MMOG 
into different groups, each one includes several games. 
Packet inter-arrival time and packet size of games 
traffic which are related to some articles are presented 
to study and compare games characteristics. The paper 
concluded some important issues such as: firstly, there 
are some discrepancies in previous games classification 
articles outcome; secondly, each game group produces 
network traffic with unique characteristics which 
distinguishes itself from others. This work has an 
advantage against others since it highlights the different 
characteristics of the same Internet application (game).  

Bujlow et al. [15] proposed a classification 
method based on the C5.0 ML algorithm. The authors 

recruited volunteers from among the users to generate 
the real labelled traffic. Some software was installed on 
the volunteers’ computers to capture the relevant traffic 
and submit the datasets to the server. C5.0 ML 
algorithm was used as statistical classifier to distinguish 
between seven types of applications. We totally agree 
with the authors when they develop a classifier to be 
network-dependent, which means it will train in each 
network independently. However, the traffic flows were 
collected from volunteers’ NIC; the characteristics of 
this traffic can change when passing through network 
switches. In addition, the online classifier normally 
installed in the switch/router to identify the total traffic 
passes through this device; this means the training 
datasets should be collected from the same level.  

Table 1 summarizes some of the related works 
from the datasets validation issues point of view. The 
term ‘yes’ means that the work achieved the issue, 
while ‘no’ means the work did not achieve the issue. 
From our best knowledge, we did not find in state-of-
the-art studies any work that achieved the three 
validations issues and performed the online 
classification at the same time.  

 
Table 1. The datasets validation issues in some related works 

Works 

Are the 
training and 

testing 
datasets 
collected 
from the 

same 
network?  

Does the 
work 

consider the 
real majority 
and minority 
classes on? 
the training 

datasets 

Does the work 
capture the 
training and 

testing from the 
same 

geographic 
level?  

Does the work 
apply an online 
Classification? 

(Min, Xingshu et al. 2013) [28] yes yes yes no 
(Adami, Callegari et al. 2012 ) [2] no ignored no yes 

(Chen, Yang et al. 2009 ) [29] yes no yes no 
(Molnar and Perenyi 2011 ) [30] no ignored no no 

(Nguyen, Armitage et al. 2012 ) [23] no yes no no 
(Gu, Zhang et al. 2011 ) [24] no yes no no 
(Gu, Wang et al. 2010) [31] yes yes yes no 
(Sun and Chen 2011) [21] no yes no no 

(Gu, Zhang et al. 2011 ) [20] no yes no no 
(Hong, Gu et al. 2009 ) [32] yes yes yes no 
(Xu, Qiong et al. 2009 ) [33] yes ignored no no 

(Bujlow, Riaz et al. 2012) [15] yes ignored yes no 
(Bonfiglio, Mellia et al. 2007) [34] no ignored no no 
(Weirong and Gokhale 2010) [35] yes yes yes no 

(Alshammari and Zincir-Heywood 2010 ) [3] yes ignored yes no 
(Wang, Xiang et al.2011 ) [36] no yes yes no 

(Shrivastav and Tiwari 2010) [37] yes ignored yes no 
(Yuan, Li et al. 2010) [38] yes yes ignored no 
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4. Experiments and analysis 

In order to check the effect of the ML datasets validation issues (discussed in section 2), three experiments 
were considered. The first experiment was to find the change of traffic features when the network characteristics 
were changed. The second experiment was to highlight the impact of online ML classification accuracy when we did 
not consider the real majority and minority classes on the training datasets. The last experiment was to answer the 
question: does the value of the traffic features (such as inter-arrival time and packet length) change if we change the 
geographic capturing place in the same network? 

 
4.1 Are the Internet traffic features of one class (application) same in different network characteristics? 

Traffic features mean the traffic patterns used in ML classifier datasets such as inter-arrival time and packet 
length. Skype traffic has gained significant attention and has become one of the most popular forms of VoIP 
software and it is used in our campus network; in addition Skype can represent P2P applications. Therefore, we 
consider full real Skype session (call) datasets to answer the question: are Internet application (Skype in particular) 
traffic features the same when the traffic is collected from different network environments? All data were collected 
by Wireshark [39], and the statistical values are summarized from the same software.  

Eight different Skype calls were considered and divided into two groups. The first group consists of four 
different calls (calls 1.1–1.4). In this group, the Skype sessions are full Skype calls between two SCs located in two 
different countries. This means that both Skype clients are located behind a firewall and thus using NATed IP. The 
second group consists of the other four calls (calls 2.1–2.4) of Skype session between two SCs located inside our 
campus area. This group of calls is configured with no firewall between both clients (the two clients used real IPs). 
We aimed to generate two different datasets to study Skype traffic features in two different network scenarios.  

Table 2 and Figure 4 show statistical features of the results of the two groups. For all calls of group one, the 
TCP rate, UDP rate, average packets per second and average packets per size (bytes) were observed to have almost 
similar values. This means that the same network environments produce the same traffic features. However, when 
any call of group one is compared with other call from group two, clear differences appear in the TCP rate, UDP rate, 
and average packets per second. This means that the statistical features of the same Internet application traffic 
(Skype in particular) are not the same when the network environments are different.  

 
 
 
 

Table 2: Some features’ values when network characteristics are different 
Full call Connection  TCP rate UDP rate Avg.pckt/sec (S) Avg.pckt/size(bytes) 

call1.1 99.89% 0.11% 138.244 128.170 
call1.2 98.73% 1.24% 112.738 130.039 
call1.3 83.16% 16.84% 195.569 70.633 
call1.4 99.43% 0.56% 162.724 75.128 
call 2.1 5.29% 90.66% 20.782 147.465 
call 2.2 1.08% 98.92% 84.411 120.204 
call 2.3 0.30% 99.70% 87.290 121.991 
call 2.4 1.83 98.12 61.613 120.158 
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4.2 The effect of the real majority and minority training datasets on the online classification  

As discussed earlier, the important issue in ML classifier is to use valid training and testing datasets. In this 
section, we will discuss three experiment scenarios. In the first scenario, the online classifier was trained offline by 
datasets that do not have the same ratio as the real online traffic (discussed in section 2.2). This means that we used 
imbalanced training datasets, which did not represent the real online traffic distribution. In the second scenario, we 
used equal number of flows for each class which also did not represent the real online traffic distribution. In the last 
scenario, the ML classifier was trained by dataset classes which have the same ratio as the real online traffic. Real 
time Internet traffic was collected from the campus network. This includes two types of Internet application classes 
(WWW and Skype). The WWW class includes http and https applications which have the higher percentage of the 
campus traffic. Skype traffic was generated by real communication sessions (calls) between Skype clients (SC), 
which are located within and outside the campus area. The selected applications were run manually through some 
monitored clients (users). The real online traffic generated by the monitored users is controlled as ~86% www class 
and ~14% Skype class. In the first training scenario, the classifier was trained imbalanced by 90% Skype and 10% 
www, which is the reverse of the real traffic and did not represent the real online traffic distribution. In the second 
scenario, we trained the ML by an equal number of flows from each class (50% www and 50% Skype). In the third 
scenario, the classifier was trained by 90% www and 10% Skype which is near to the real online traffic distribution 
(Table 3). 

 
 

Table 3: Real classes distribution and training classes distribution 
Class Real online classes 

traffic distribution 
Training classes distribution (the three experiments scenarios) 

Using imbalanced 
training dataset 

Using equal number of 
flows for each class  

Using near online real 
traffic ratio 

WWW ~86% 10% 50% 90% 
Skype ~14% 90% 50% 10% 

  
Online classification means that the decision of which packet/flow belongs to which class is supposed to be 

based on the traffic speed, just like any hardware classifier (Packet Shaper, SANGFOR) which is installed on the 
network path to classify the traffic in the network speed. We used the online hybrid classifier proposed in [40], 

Figure 4. Average packets per second for same application (Skype) when the network characteristics are 
different 
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which makes a classification decision within traffic speed. On this hybrid classifier, the ML classifier has an 
essential role in the online classification decisions. In all experimental scenarios, the volunteer users in the real 
online classification stage run the same applications distributed as: ~86% is www and ~14% is Skype. This 
continuously generates a dataset which is totally different from the training dataset. We aim to study which training 
scenario can give a higher accuracy with online classification. Table 4 and Figure 5 show the classification results of 
the three considered scenarios. 

 

 
4.3 Traffic features when capturing from two different geographic network levels  

The network structure can include several geographic switches/routers levels (section 2.3). In this section, 
we need to answer the question: do the values of the traffic features (such as inter-arrival time and packet length) 
change if we change the geographic capturing place in the same network? Typically, ML classifier used datasets 
which present the statistical properties of Internet traffic flows. Therefore, the appointed feature value is supposed to 
be the same in the two classification stages (training and testing).  

We captured the same user’s traffic from two different geographic network levels and then this traffic to 
see the feature status of each level. The first level is the user’s network interface card (NIC) and the second level is a 
traffic mirror which reflects the same traffic flow. Inter-arrival time and packet length are the common features used 
for the Internet traffic classification. Therefore we calculate five statistical factors for each feature which are: min, 
max, mean, variance, and standard deviation. For fairness, we start the capturing of both levels at the same time, and 
we capture for the same period of time. In the mirror level the captured traffic was filtered by users’ IPs. This 
experiment considers WWW class (http and https) which consisted of 989 flows includes more than 0.04GB. The 
results of statistical factors for each  
capturing level are shown in Table 5 and Figure 5. The results indicate that there are some differences in traffic 
features for the same user traffic when we capture traffic from two different geographic levels. This difference is not 
significant in inter-arrival time mean (Tmean) nor in length variance (Lvar). It is important to highlight that there are 
a lot of traffic flows seen in NIC capturing level which are not seen in the mirror level. These flows can affect the 
classification performance because they affect the statistical features. In other words, some communications were 
generated between the clients (NIC) and the near switch/router and this will not be seen in upper level switch/router 
 
5. Conclusion  

The ability to accurately identify the network traffic is a very important factor to achieve accurate and fast 
management tasks. Machine learning plays an essential role in network traffic classification; however, the validation 
of training and testing datasets has not been formally addressed. In this paper, we performed an analysis of ML 
training and testing datasets to highlight three important validation issues for ML network traffic classification. 

Figure 5. The classification results of the three training 
scenarios 
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These issues are defined as follows: the first issue is when training and testing datasets were collected from the 
same/different network; the second issue is when the ML classifier did not consider the real online classes’ 
distribution in the training stage; the third issue is when training and testing datasets were captured from the 
same/different geographic network level. For the first validation issue, real campus traffic was used to study the 
traffic features status when the network characteristics are different. The results indicate that there are differences in 
some features such as inter-arrival time which can affect the classification performance. In the second validation 
issue, three experimental scenarios were performed to evaluate ML classification accuracy in case of capturing from 
different traffic levels. Between the three scenarios, the online classifier achieved the highest accuracy (92.22%) 
when the ML classifier was trained by dataset classes which have the same ratio as the real online traffic. For the 
third validation issue, we captured the same user’s traffic from two different geographic network levels and then 
analyzed this traffic to see the feature status of each level. The results indicate that there is a difference in the traffic 
statistical features (such as flow variance) when the capturing level is different. 
Therefore, we conclude three points for ML classification: i) training and testing traffic datasets should be collected 
from the same network segment and at the same/near time; ii) the online classifier should be trained by dataset 
classes which have the same/near distribution percentages of the real online classes; iii) training datasets should be 
captured from the same network geographic level (switch/router) as the testing datasets. 

Table 4: classification results of the three considered scenarios 

Scenario 
Number of flows Accuracy 

Training  
~ 4 minutes 

online Testing 
Training(offline) testing(online) 

First scenario (imbalanced training dataset): 
training datasets did not represent the real online 

distribution 

www = 22; 
Skype= 220  

WWW = 315; 
Skype= 45 

99.17% 76.94% 

Second scenario (application classes equal each 
other): training datasets did not represent the real 

online distribution 

www = 220 
Skype= 220 

WWW = 315; 
Skype= 45 

98.86% 89.17% 

Third scenario: training datasets represent the real 
online distribution 

www = 220 
Skype= 22 

WWW = 315; 
Skype= 45 

99.29% 92.22% 
 

  
Table 5: Statistical features values for the two capturing levels  

  Tmax Tmean Tvar Tstd Lmin Lmax Lmean Lvar Lstd 

mirror 34.25 4.70 347.19 11.01 59.74 510.22 247.47 76577.94 170.49 

NIC 28.21 4.94 442.25 9.41 73.23 335.03 182.22 44304.06 99.18 

          

 

 
Figure 6: Statistical feature results for the two capturing levels 
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