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**Abstract:** Convergence of random variables (sometimes called stochastic convergence) is where a set of numbers settle on a particular number. It works the same way as convergence anywhere else; For example, cars on a 5-line highway might converge to one specific lane if there’s an accident closing down four of the other lanes. In the same way, a sequence of numbers (which could represent cars or anything else) can [converge](https://calculushowto.com/converge/) (mathematically, this time) on a single, specific number. Certain processes, distributions and events can result in convergence— which basically mean the values will get closer and closer together. When [Random variables](https://www.statisticshowto.datasciencecentral.com/random-variable/) converge on a single number, they may not settle exactly that number, but they come very, very close. In notation, x (xn → x) tells us that a sequence of random variables (xn) converges to the value x.
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**Introduction**

Statistics is concerned with the collection and analysis of data and with making estimations and predictions from the data. Typically two branches of statistics are discerned: descriptive and inferential. Inferential statistics is usually used for two tasks: to estimate properties of a population given sample characteristics and to predict properties of a system given its past and current properties. To do this, specific statistical constructions were invented. The most popular and useful of them are the average or mean (or more exactly, arithmetic mean) m and standard deviation s (variance s 2). To make predictions for future, statistics accumulates data for some period of time. To know about the whole population, samples are used. Normally such inferences (for future or for population) are based on some assumptions on limit processes and their convergence. Iterative processes are used widely in statistics. For instance the empirical approach to probability is based on the law (or better to say, conjecture) of big numbers, states that a procedure repeated again and again, the relative frequency probability tends to approach the actual probability. The foundation for estimating population parameters and hypothesis testing is formed by the central limit theorem, which tells us how sample means change when the sample size grows. In experiments, scientists measure how statistical characteristics (e.g., means or standard deviations) converge (cf., for example, [23, 31]). Convergence of means/averages and standard deviations have been studied by many authors and applied to different problems (cf. [1-4, 17, 19, 20, 24-28, 35]). Convergence of statistical characteristics such as the average/mean and standard deviation are related to statistical convergence as we show in this section.

Let m and c be the spaces of all bounded and convergent real sequences x = (xk) normed by x = supn |xn|, respectively. Let B be the class of (necessarily continuous) linear functionals β on m which are nonnegative and regular, that is, if x ≥ 0, (i.e., xk ≥ 0 for all k ∈ N:= {1, 2,...}) then β(x) ≥ 0, and β(x) = limk xk, for each x ∈ c. If β has the additional property that β(σ(x)) = β(x) for all x ∈ m, where σ is the left shift operator, defined by σ(x1, x2,...)=(x2, x3,...) then β is called a Banach limit. The existence of Banach limits has been shown by Banach [2,17,19], and another proof may be found in [3]. It is well known [21] that the space of all almost convergent sequences can be represented as the set of all x ∈ m which have the same value under any Banach limit. In the research, we study some generalized limits so that the space of all bounded statistically convergent sequences can be represented as the set of all bounded sequences which have the same value under any such limit. It is proved that the set of such limits and the set of Banach limits are distinct but their intersection is not empty.

In this section we study a useful characterization of statistical r-convergence and some more results.

**Theorem 5.5.1.** A sequence x = {ξk} is statistically r-convergent if and only if every statistically dense subsequence of it is statistically r-convergent.

**Proof.** First suppose that st-r-lim ξk = ξ. Let us take a statistically dense subsequence y = ![](data:image/x-wmf;base64,183GmgAAAAAAAGADYAIBCQAAAAAQXwEACQAAAykBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgAxIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gAwAADgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbAAYdo4LCmMwvicA5PkSABDaFXbAYBh2Bg5mDAQAAAAtAQAACAAAADIKgAGaAgEAAAB9eQgAAAAyCoABNwABAAAAe3kcAAAA+wJg/wAAAAAAAJABAAAAAAQCACBBcmlhbAAYdnQNCoNwvicA5PkSABDaFXbAYBh2Bg5mDAQAAAAtAQEABAAAAPABAAAIAAAAMgoYAvsBAQAAAG55HAAAAPsCIP8AAAAAAACQAQAAAAAEAgAgQXJpYWwAGHaOCwpkML4nAOT5EgAQ2hV2wGAYdgYOZgwEAAAALQEAAAQAAADwAQEACAAAADIK4AGGAQEAAABreRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2dA0KhHC+JwDk+RIAENoVdsBgGHYGDmYMBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABxAABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQAMBg5mDAAACgBFAIoBAAAAAAAAAAAA/BIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==) of x and assume that it is statistically r-divergent.

Then for any real number ξ, there is some ε > 0 such that

δ(Br,ε) > 0

where Br,ε = {kn ∈ ℕ: |![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///67////gAQAADgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCACBBcmlhbAAYdvALCqeQvicA5PkSABDaFXbAYBh2swxmKgQAAAAtAQAACAAAADIKGAJuAQEAAABueRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Pw8KCbC+JwDk+RIAENoVdsBgGHazDGYqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB+QABAAAAa3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvALCqiQvicA5PkSABDaFXbAYBh2swxmKgQAAAAtAQAABAAAAPABAQAIAAAAMgqAATcAAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AKrMMZioAAAoARQCKAQAAAAABAAAAAPwSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)– ξ| > r + ε}.

As y is a subsequence of x, we have

Ar,ε ⊇ Br,ε

where Ar,ε = {k ∈ ℕ: |ξk – ξ| > r + ε}.

Consequently, δ(Ar,ε) ≥ δ(Br,ε) > 0

as the subsequence y is statistically dense in x.

This contradicts the fact that x is statistically r-convergent.

Hence y is also statistically r-convergent.

Conversely, suppose that every statistically dense subsequence of x is statistically r-convergent. Then x is also statistically r-convergent since x is a statistically dense subsequence of itself.

This completes the proof of the theorem.

**Corollary 5.2.2.** A statistically r-convergent sequence contains not only dense statistically r-convergent subsequences, but also dense r-convergent subsequences.

**Theorem 5.2.5.** A sequence x = {ξk} is statistically r-convergent ξ to if and only if there exists a set K = {k1 < k2 <…< kn <…} ⊆ ℕ such that δ(K) = 1 and r-lim ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///67////gAQAADgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCACBBcmlhbAAYdvALCqeQvicA5PkSABDaFXbAYBh2swxmKgQAAAAtAQAACAAAADIKGAJuAQEAAABueRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Pw8KCbC+JwDk+RIAENoVdsBgGHazDGYqBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB+QABAAAAa3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdvALCqiQvicA5PkSABDaFXbAYBh2swxmKgQAAAAtAQAABAAAAPABAQAIAAAAMgqAATcAAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AKrMMZioAAAoARQCKAQAAAAABAAAAAPwSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)= ξ.

**Proof.** First suppose that st-r-lim ξk = ξ.

Consider the sets Kr,j = {k ∈ ℕ: |ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAEABIAQBCQAAAABwWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAQAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALqABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Zw8KSYi8GwCo3xIAENoVdsBgGHZ6C2a2BAAAAC0BAQAIAAAAMgqKA4IAAQAAAGp5CAAAADIKcAE6AAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAB6C2a2AAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)} for all j = 1,2,3….

As Kr,j = ℕ – {k ∈ ℕ: |ξk – ξ| ≥ r + ![](data:image/x-wmf;base64,183GmgAAAAAAAEABIAQBCQAAAABwWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAQAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALqABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh28AsKiQi5GwCo3xIAENoVdsBgGHaaDGYMBAAAAC0BAQAIAAAAMgqKA4IAAQAAAGp5CAAAADIKcAE6AAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAACaDGYMAAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)} and x is statistically r-convergent to ξ, we have

δ(Kr,j) = 1 j = 1,2,3… ... (1)

Now

Kr,j+1 = {k ∈ ℕ: |ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAACADIAQBCQAAAAAQWQEACQAAA+8AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQgAxIAAAAmBg8AGgD/////AAAQAAAAwP///77////gAgAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALHAhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2tAsKDoi8GwCo3xIAENoVdsBgGHa9C2bJBAAAAC0BAQAIAAAAMgqKAxcCAQAAADF5CAAAADIKigNzAAEAAABqeQgAAAAyCnABKAEBAAAAMXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAducNCmTovBsAqN8SABDaFXbAYBh2vQtmyQQAAAAtAQIABAAAAPABAQAIAAAAMgqKAwsBAQAAACt5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0Ayb0LZskAAAoARQCKAQAAAAABAAAAxOESAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)}

⊂ {k ∈ ℕ: |ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAEABIAQBCQAAAABwWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAQAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALqABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh28AsKiQi5GwCo3xIAENoVdsBgGHaaDGYMBAAAAC0BAQAIAAAAMgqKA4IAAQAAAGp5CAAAADIKcAE6AAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAACaDGYMAAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)}

= Kr,j.

So

Kr,j+1 ⊂ Kr,j for all j = 1,2,3… …(2)

Let us choose an arbitrary number v1 ∈ Kr,1. Then according to (1) and (2), ∃ v2 > v1, v2 ∈ Kr,2 such that

![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AMBCQAAAACQXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIeARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2sAwKTQi7GwCo3xIAENoVdsBgGHaDDGYKBAAAAC0BAQAIAAAAMgqKA0MAAQAAAG55CAAAADIKcAFUAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAACDDGYKAAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)|{k ≤ n: |ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh20gsK0Ci9GwCo3xIAENoVdsBgGHbtC2bABAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5CAAAADIKcAFgAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAADtC2bAAAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)}| > ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh27QsKM+i7GwCo3xIAENoVdsBgGHb9C2ZsBAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5CAAAADIKcAFgAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAD9C2ZsAAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA) for all n ≥ v2.

In a similar way, ∃ v3 > v2, v3 ∈ Kr,3 such that

![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AMBCQAAAACQXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIeARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2sAwKTQi7GwCo3xIAENoVdsBgGHaDDGYKBAAAAC0BAQAIAAAAMgqKA0MAAQAAAG55CAAAADIKcAFUAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAACDDGYKAAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)|{k ≤ n: |ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAIABAAQCCQAAAACTWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCAASAARIAAAAmBg8AGgD/////AAAQAAAAwP///6H///9AAQAAoQMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAkAABQAAABMCIAIxARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAJJ1tQ8K0cD3LQDU8BIAENqPdcBgknUmEGbOBAAAAC0BAQAIAAAAMgqtA00AAQAAADN5CAAAADIKjQFdAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAmEGbOAAAKAEUAigEAAAAA//////DyEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)}| > ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2mgwKZki7GwCo3xIAENoVdsBgGHZiDmb2BAAAAC0BAQAIAAAAMgqKA08AAQAAADN5CAAAADIKcAFXAAEAAAAyeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAABiDmb2AAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA) for all n ≥ v5.

We continue this process and construct by induction a sequence

v1 < v2 <…< vj <…

of positive integers such that for j = 1,2,3,…

vj ∈ Kr,j and

![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AMBCQAAAACQXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIeARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Ww8KCwi7GwCo3xIAENoVdsBgGHY6D2b/BAAAAC0BAQAIAAAAMgqKA0MAAQAAAG55CAAAADIKcAFUAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAA6D2b/AAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)|{k ≤ n: |ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAEABQAQCCQAAAAATWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQARAARIAAAAmBg8AGgD/////AAAQAAAAwP///6H///8AAQAA4QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIgAkAABQAAABMCIALpABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAJJ1HBAK/MD3LQDU8BIAENqPdcBgknUkEGZ6BAAAAC0BAQAIAAAAMgqtA4EAAQAAAGp5CAAAADIKjQE6AAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAAkEGZ6AAAKAEUAigEAAAAA//////DyEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)}| > ![](data:image/x-wmf;base64,183GmgAAAAAAACADIAQBCQAAAAAQWQEACQAAA+8AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQgAxIAAAAmBg8AGgD/////AAAQAAAAwP///77////gAgAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALCAhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh24wsK2ai7GwCo3xIAENoVdsBgGHYwDmaSBAAAAC0BAQAIAAAAMgqKA24BAQAAAGp5CAAAADIKcAESAgEAAAAxeQgAAAAyCnABcwABAAAAankcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdpoMCjoIuxsAqN8SABDaFXbAYBh2MA5mkgQAAAAtAQIABAAAAPABAQAIAAAAMgpwAQsBAQAAAC15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AkjAOZpIAAAoARQCKAQAAAAABAAAAxOESAAQAAAAtAQEABAAAAPABAgADAAAAAAA=)for all

n ≥ vj. …(3)

Now we construct the set K as follows:

K = {k ∈ ℕ: 1 ≤ k ≤ v1} ∪ (∪ {k ∈ Kr,j: vj ≤ k ≤ vj+1})… (4)

j∈ℕ

Then from (2), (3) and (4) we conclude that for all n from the interval vj ≤ n ≤ vj+1 and for all j = 1,2,3,…, we have

![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AMBCQAAAACQXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIeARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Og8KGQi7GwCo3xIAENoVdsBgGHY3DGb9BAAAAC0BAQAIAAAAMgqKA0MAAQAAAG55CAAAADIKcAFUAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAAA3DGb9AAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)|{k ≤ n: k ∈ K}| = ![](data:image/x-wmf;base64,183GmgAAAAAAAGAB4AMBCQAAAACQXAEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4ANgARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8gAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAIeARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2RwkK8Ei9GwCo3xIAENoVdsBgGHbnDWZKBAAAAC0BAQAIAAAAMgqKA0MAAQAAAG55CAAAADIKcAFUAAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAADnDWZKAAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)|{k ≤ n: |ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAEABIAQBCQAAAABwWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAQAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALqABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Kg4KyEi9GwCo3xIAENoVdsBgGHbgC2Y0BAAAAC0BAQAIAAAAMgqKA4IAAQAAAGp5CAAAADIKcAE6AAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAADgC2Y0AAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA)}| > ![](data:image/x-wmf;base64,183GmgAAAAAAACADIAQBCQAAAAAQWQEACQAAA+8AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIAQgAxIAAAAmBg8AGgD/////AAAQAAAAwP///77////gAgAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALCAhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh25w0KKoi7GwCo3xIAENoVdsBgGHZbD2ZrBAAAAC0BAQAIAAAAMgqKA24BAQAAAGp5CAAAADIKcAESAgEAAAAxeQgAAAAyCnABcwABAAAAankcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdmsNCnqouxsAqN8SABDaFXbAYBh2Ww9mawQAAAAtAQIABAAAAPABAQAIAAAAMgpwAQsBAQAAAC15CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0Aa1sPZmsAAAoARQCKAQAAAAABAAAAxOESAAQAAAAtAQEABAAAAPABAgADAAAAAAA=).

Hence it follows that δ(K) = 1. Take some ε > 0 and choose a number j ∈ ℕsuch that ![](data:image/x-wmf;base64,183GmgAAAAAAAEABIAQBCQAAAABwWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAQAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALqABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Kg4KyEi9GwCo3xIAENoVdsBgGHbgC2Y0BAAAAC0BAQAIAAAAMgqKA4IAAQAAAGp5CAAAADIKcAE6AAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAADgC2Y0AAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA) < ε. If n ∈ K and n ≥ vj, then, by definition of K, there exists a number m ≥ j such that vm ≤ n ≤ vm+1 and thus n ∈ Kr,m. Hence we have

|ξn – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAEABIAQBCQAAAABwWwEACQAAA7sAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIARAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///8AAQAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAALqABwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2Kg4KyEi9GwCo3xIAENoVdsBgGHbgC2Y0BAAAAC0BAQAIAAAAMgqKA4IAAQAAAGp5CAAAADIKcAE6AAEAAAAxeQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtAADgC2Y0AAAKAEUAigEAAAAA/////8ThEgAEAAAALQECAAQAAADwAQEAAwAAAAAA) < r + ε.

As this is true for all n ∈ K, we see that r-![](data:image/x-wmf;base64,183GmgAAAAAAAKACoAQBCQAAAAAQWAEACQAAAxYBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCoASgAhIAAAAmBg8AGgD/////AAAQAAAAwP///67///9gAgAATgQAAAsAAAAmBg8ADABNYXRoVHlwZQAAkAEcAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbAAYdnINChsIvRsA5PkSABDaFXbAYBh2Zw9m0QQAAAAtAQAACAAAADIKQANrAQEAAABLeQgAAAAyCkADWgABAAAAa3kIAAAAMgpgAjIAAQAAAGt5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAgQXJpYWwAGHaFDwoFaLsbAOT5EgAQ2hV2wGAYdmcPZtEEAAAALQEBAAQAAADwAQAACQAAADIKgAFPAAMAAABsaW1lHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAHZyDQocCL0bAOT5EgAQ2hV2wGAYdmcPZtEEAAAALQEAAAQAAADwAQEACAAAADIKQAPTAAEAAADOaQgAAAAyCmACtgEBAAAApWkIAAAAMgpgAr8AAQAAAK5pCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0A0WcPZtEAAAoARQCKAQAAAAABAAAAAPwSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)ξk = ξ.

Conversely, suppose that there exists a set K = {k1 < k2 <…< kn <…} ⊆ ℕ such that δ(K) = 1 and r-lim ![](data:image/x-wmf;base64,183GmgAAAAAAACACYAICCQAAAABTXgEACQAAA/UAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAIgAhIAAAAmBg8AGgD/////AAAQAAAAwP///67////gAQAADgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wJg/wAAAAAAAJABAAAAAAQCACBBcmlhbAAYdlcNCn/QvCcA1PASABDaFXbAYBh2DQ5mQwQAAAAtAQAACAAAADIKGAJuAQEAAABueRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAIEFyaWFsABh2cg0KFRC8JwDU8BIAENoVdsBgGHYNDmZDBAAAAC0BAQAEAAAA8AEAAAgAAAAyCuAB+QABAAAAa3kcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdlcNCoDQvCcA1PASABDaFXbAYBh2DQ5mQwQAAAAtAQAABAAAAPABAQAIAAAAMgqAATcAAQAAAHh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AQw0OZkMAAAoARQCKAQAAAAABAAAA8PISAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)= ξ. Then for given ε > 0 there is a number n such that for each k ∈ K

|![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///67///+AAQAAzgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbACBd6UPCpaAMhsA1PASABDafnfAYIF3zQ9mcAQAAAAtAQAACAAAADIK4AH5AAEAAABreRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3zA8K/OAyGwDU8BIAENp+d8BggXfND2ZwBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNwABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQBwzQ9mcAAACgBFAIoBAAAAAAAAAADw8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)– ξ| < r + ε ∀ k ≥ n. …(5)

Put Ar,ε = {k ∈ ℕ: |![](data:image/x-wmf;base64,183GmgAAAAAAAMABIAIDCQAAAADyXQEACQAAA8kAAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIALAARIAAAAmBg8AGgD/////AAAQAAAAwP///67///+AAQAAzgEAAAsAAAAmBg8ADABNYXRoVHlwZQAAUAAcAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbACBd6UPCpaAMhsA1PASABDafnfAYIF3zQ9mcAQAAAAtAQAACAAAADIK4AH5AAEAAABreRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3zA8K/OAyGwDU8BIAENp+d8BggXfND2ZwBAAAAC0BAQAEAAAA8AEAAAgAAAAyCoABNwABAAAAeHkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhQACQAAAAAAvAIAAAAAAQICIlN5c3RlbQBwzQ9mcAAACgBFAIoBAAAAAAAAAADw8hIABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==)– ξ| ≥ r + ε}.

Then we have

Ar,ε ⊆ ℕ – ![](data:image/x-wmf;base64,183GmgAAAAAAAGAKYAIACQAAAAARVgEACQAAA08BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgChIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gCgAADgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbACBd3MKCl2AAicA5PkSABDafnfAYIF3+g9mSwQAAAAtAQAACgAAADIKgAHnBwUAAAAsLi4ufQAIAAAAMgqAAWUFAQAAAGsuCAAAADIKgAHqBAEAAAAsLggAAAAyCoABlQIBAAAAay4IAAAAMgqAARoCAQAAACwuCAAAADIKgAG1AAEAAABrLggAAAAyCoABNwABAAAAey4cAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbACBd+QPCpigAicA5PkSABDafnfAYIF3+g9mSwQAAAAtAQEABAAAAPABAAAIAAAAMgrgAVIHAQAAADIuCAAAADIK4AE4BgEAAABuLggAAAAyCuABcQQBAAAAMS4IAAAAMgrgAWgDAQAAAG4uCAAAADIK4AGIAQEAAABuLhwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3cwoKXoACJwDk+RIAENp+d8BggXf6D2ZLBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABtwYBAAAAKy4IAAAAMgrgAecDAQAAACsuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AS/oPZksAAAoARQCKAQAAAAABAAAAAPwSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=).

Since δ(K) = 1, we get δ(ℕ – ![](data:image/x-wmf;base64,183GmgAAAAAAAGAKYAIACQAAAAARVgEACQAAA08BAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCYAJgChIAAAAmBg8AGgD/////AAAQAAAAwP///67///8gCgAADgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAcAAcAAAA+wKA/gAAAAAAAJABAAAAAAQCACBBcmlhbACBd3MKCl2AAicA5PkSABDafnfAYIF3+g9mSwQAAAAtAQAACgAAADIKgAHnBwUAAAAsLi4ufQAIAAAAMgqAAWUFAQAAAGsuCAAAADIKgAHqBAEAAAAsLggAAAAyCoABlQIBAAAAay4IAAAAMgqAARoCAQAAACwuCAAAADIKgAG1AAEAAABrLggAAAAyCoABNwABAAAAey4cAAAA+wIg/wAAAAAAAJABAAAAAAQCACBBcmlhbACBd+QPCpigAicA5PkSABDafnfAYIF3+g9mSwQAAAAtAQEABAAAAPABAAAIAAAAMgrgAVIHAQAAADIuCAAAADIK4AE4BgEAAABuLggAAAAyCuABcQQBAAAAMS4IAAAAMgrgAWgDAQAAAG4uCAAAADIK4AGIAQEAAABuLhwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB3cwoKXoACJwDk+RIAENp+d8BggXf6D2ZLBAAAAC0BAAAEAAAA8AEBAAgAAAAyCuABtwYBAAAAKy4IAAAAMgrgAecDAQAAACsuCgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AS/oPZksAAAoARQCKAQAAAAABAAAAAPwSAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)) = 0.

Thus δ(Ar,ε) = 0 for each ε > 0.

⇒ st-r-lim ξk = ξ.

This completes the proof of the theorem.

**Corollary 5.2.5.** A sequence x = {ξk} is statistically r-convergent to ξ if and only if there exists a sequence y = {ηk} such that δ({k ∈ ℕ: ηk = ξk}) = 1 and r-lim ηk = ξ.

**Corollary 5.2.5.** The following statements are equivalent:

1. st-r-lim ξk = ξ;
2. There is a set K = {k1 < k2 <…< kn <…} ⊆ ℕ such that δ(K) = 1 and r-lim ξk = ξ;
3. For each ε > 0, there exists a set K ⊆ ℕ and a number m ∈ K such that δ(K) = 1 and |ξk – ξ| < r + ε for all k ∈ K and k ≥ m.

**Notation.** We denote the set of all statistical r-limits of a sequence x = {ξk} by Lr-st (x), i.e.

Lr-st (x) = {ξ ∈ **R**: st-r-lim ξk = ξ}

**Theorem 5.2.6.** For every sequence x = {ξk} and number r ≥ 0, Lr-st (x) is a convex subset of real numbers.

**Proof.** Let β,η ∈ Lr-st (x) such that β < η and ξ ∈ [β,η]. Then it is enough to prove that ξ ∈ Lr-st (x).

Since ξ ∈ [β,η], there is a number λ ∈ [0,1] such that ξ = λβ + (1–λ)η.

As β,η ∈ Lr-st (x), for each ε > 0 there exist index sets K1, K2 with δ(K1) = δ(K2) =1 and positive integers n1,n2 such that

|ξk – β| < r + ε for all k ∈ K1 and k ≥ n1

|ξk – η| < r + ε for all k ∈ K2 and k ≥ n2.

Let us put K = K1∩K2 and n = max{n1,n2}. Then, since intersection of two statistically dense sets is a statistically dense set, we have δ(K) = 1.

Now for all k ≥ n with k ∈ K, we get

|ξk – ξ| = |ξk – λβ – (1–λ)η|

= |ξk + λξk – λξk – λβ – (1–λ)η|

= |(λξk – λβ) + {(1–λ)ξk – (1–λ)η}|

= |λ(ξk – β) + (1–λ) (ξk – η)|

≤ λ |ξk – β| + (1–λ)|ξk – η|

< λ(r + ε) + (1–λ) (r + ε)

= r + ε

So we conclude from Theorem 5.2.3 that st-r-lim ξk = ξ.

⇒ ξ ∈ Lr-st (x).

Hence Lr-st (x) is a convex subset of real numbers.

This completes the proof of the theorem.

**Lemma 5.2.7.** If q > r, then Lr-st (x) ⊆ Lq-st (x).

**Proof.** Let ξ ∈ Lr-st (x). Then st-r-lim ξk = ξ.

Now by Lemma 5.1.4, st-q-lim ξk = ξ,

i.e. ξ ∈ Lq-st (x).

Hence Lr-st (x) ⊆ Lq-st (x).

This completes the proof of the lemma.

Let x = {ξk} and y = {ηk} be two sequences. Then their sum x + y is equal to the sequence {ξk + ηk} and their difference x – y is equal to the sequence {ξk – ηk}.

**Theorem 5.2.8.** Let st-r-lim ξk = ξ and st-q-lim ηk = η. Then

1. st-(r + q)-lim {ξk + ηk} = ξ + η;
2. st-(r + q)-lim {ξk – ηk} = ξ – η;
3. st-(|c| r)-lim cξk = cξ for any c ∈ **R**

where cx = {cξk}.

**Proof. 1.** Since st-r-lim ξk = ξ, for every ε > 0 there exists a set K1 ⊆ ℕ and a number m1 ∈ K1 such that δ(K1) = 1 and

|ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAKR2XA4Kc/hhMQCo3xIAENqhdsBgpHZ4DmbZBAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAKEEAgAgQXJpYWwApHZgDgr5iAY1AKjfEgAQ2qF2wGCkdngOZtkEAAAALQECAAQAAADwAQEACAAAADIKcAFjAAEAAADleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtANl4DmbZAAAKAEUAigEAAAAAAQAAAMThEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) ∀ k ∈ K1 and k ≥ m1.

Also st-q-lim ηk = η, then for every ε > 0 there exists a set K2 ⊆ ℕ and a number m2 ∈ K2 such that δ(K2) = 1 and

|ηk – η| < q + ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAKR2XA4Kc/hhMQCo3xIAENqhdsBgpHZ4DmbZBAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAKEEAgAgQXJpYWwApHZgDgr5iAY1AKjfEgAQ2qF2wGCkdngOZtkEAAAALQECAAQAAADwAQEACAAAADIKcAFjAAEAAADleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtANl4DmbZAAAKAEUAigEAAAAAAQAAAMThEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) ∀ k ∈ K2 and k ≥ m2.

Let m = max {m1, m2} and K = K1∪K2. Then δ(K) = 1 and ∀ k ∈ Kand k ≥ m, we have

|(ξk + ηk) – (ξ + η)| = |(ξk – ξ) + (ηk – η)|

≤ |ξk – ξ| + |ηk – η|

≤ r + ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAKR2XA4Kc/hhMQCo3xIAENqhdsBgpHZ4DmbZBAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAKEEAgAgQXJpYWwApHZgDgr5iAY1AKjfEgAQ2qF2wGCkdngOZtkEAAAALQECAAQAAADwAQEACAAAADIKcAFjAAEAAADleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtANl4DmbZAAAKAEUAigEAAAAAAQAAAMThEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) + q + ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAKR2XA4Kc/hhMQCo3xIAENqhdsBgpHZ4DmbZBAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAKEEAgAgQXJpYWwApHZgDgr5iAY1AKjfEgAQ2qF2wGCkdngOZtkEAAAALQECAAQAAADwAQEACAAAADIKcAFjAAEAAADleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtANl4DmbZAAAKAEUAigEAAAAAAQAAAMThEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

= r + q + ε.

So by Theorem 5.2.3, we have

st-(r + q)-lim {ξk + ηk} = ξ + η.

**2.** From part (1), ∀ k ∈ Kand k ≥ m, we have

|(ξk – ηk) – (ξ – η)| = |(ξk – ξ) – (ηk – η)|

≤ |ξk – ξ| + |ηk – η|

≤ r + ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAKR2XA4Kc/hhMQCo3xIAENqhdsBgpHZ4DmbZBAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAKEEAgAgQXJpYWwApHZgDgr5iAY1AKjfEgAQ2qF2wGCkdngOZtkEAAAALQECAAQAAADwAQEACAAAADIKcAFjAAEAAADleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtANl4DmbZAAAKAEUAigEAAAAAAQAAAMThEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA) + q + ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AMBCQAAAABwXAEACQAAA98AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AOAARIAAAAmBg8AGgD/////AAAQAAAAwP///77///9AAQAAngMAAAsAAAAmBg8ADABNYXRoVHlwZQAAwAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAI3ARwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsAKR2XA4Kc/hhMQCo3xIAENqhdsBgpHZ4DmbZBAAAAC0BAQAIAAAAMgqKA1cAAQAAADJ5HAAAAPsCgP4AAAAAAACQAQAAAKEEAgAgQXJpYWwApHZgDgr5iAY1AKjfEgAQ2qF2wGCkdngOZtkEAAAALQECAAQAAADwAQEACAAAADIKcAFjAAEAAADleQoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCFAAJAAAAAAC8AgAAAAABAgIiU3lzdGVtANl4DmbZAAAKAEUAigEAAAAAAQAAAMThEgAEAAAALQEBAAQAAADwAQIAAwAAAAAA)

= r + q + ε.

So by Theorem 5.2.3, we have

st-(r + q)-lim {ξk – ηk} = ξ – η.

**5.** Since st-r-lim ξk = ξ, for every ε > 0 there exists a set K ⊆ ℕ and a number m ∈ Ksuch that δ(K) = 1 and

|ξk – ξ| < r + ![](data:image/x-wmf;base64,183GmgAAAAAAAKACIAQBCQAAAACQWAEACQAAA+8AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgAhIAAAAmBg8AGgD/////AAAQAAAAwP///77///9gAgAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAJXAhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsACR3hAwKHlhiIgCo3xIAENohd8BgJHcPDWYqBAAAAC0BAQAIAAAAMgqKA/kBAQAAAHx5CAAAADIKigPnAAEAAABjeQgAAAAyCooDPwABAAAAfHkcAAAA+wKA/gAAAAAAAJABAAAAoQQCACBBcmlhbAAkd7MMCj54YiIAqN8SABDaIXfAYCR3Dw1mKgQAAAAtAQIABAAAAPABAQAIAAAAMgpwAfMAAQAAAOV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0AKg8NZioAAAoARQCKAQAAAAABAAAAxOESAAQAAAAtAQEABAAAAPABAgADAAAAAAA=) ∀ k ∈ Kand k ≥ m.

Now

|cξk – cξ| = |c||ξk – ξ|

< |c| (r + ![](data:image/x-wmf;base64,183GmgAAAAAAAKACIAQBCQAAAACQWAEACQAAA+8AAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCIASgAhIAAAAmBg8AGgD/////AAAQAAAAwP///77///9gAgAA3gMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAIAAkAABQAAABMCAAJXAhwAAAD7AoD+AAAAAAAAkAEAAAAABAIAIEFyaWFsACR3hAwKOFhiGQCo3xIAENohd8BgJHduDGbzBAAAAC0BAQAIAAAAMgqKA/kBAQAAAHx5CAAAADIKigPnAAEAAABjeQgAAAAyCooDPwABAAAAfHkcAAAA+wKA/gAAAAAAAJABAAAAoQQCACBBcmlhbAAkd9gMCgp4YhkAqN8SABDaIXfAYCR3bgxm8wQAAAAtAQIABAAAAPABAQAIAAAAMgpwAfMAAQAAAOV5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAkAAAAAALwCAAAAAAECAiJTeXN0ZW0A824MZvMAAAoARQCKAQAAAAABAAAAxOESAAQAAAAtAQEABAAAAPABAgADAAAAAAA=))

= |c|r + ε.

So by Theorem 5.2.3, we have

st-(|c| r)-lim cξk = cξ.

**Corollary 5.2.9.** If st-lim ξk = ξ and st-lim ηk = η. Then

1. st-lim {ξk + ηk} = ξ + η;
2. st-lim {ξk – ηk} = ξ – η;
3. st-lim cξk = cξ for any c ∈ **R**.
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