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Abstract: The neural networks are new systems and computational methods that are obtained for learning, 
knowledge show and finally for knowledge refinery. Also these methods are used for forecasting the resulted 
answers from complicated systems outputs. The aim of this study is to estimate the amount of sediment entering the 
reservoir with help of ANFIS, AANs and SRC models, and also provide an optimal training set for training the 
models. On the other hand some complex aspects of sediment transport yet and require further study in the future. 
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1. Introduction 

Solid crust of the earth was formed out of 
the air surrounding the earth began to move, and loss 
of rainfall, erosion and sediment transport was 
initiated and carried out. By water and wind erosion, 
and material handling processes continue without 
interruption and has continued ever since. Looking at 
the effects that surface each year by water, wind, 
glaciers, and ... Billions of tons of material eroded 
from point to point across the land is transferred 
again [1]. 

Major factors affecting soil erosion in the 
watershed hydrology of rivers, rainfall is the first 
step and it might be especially or hail 
storm. According to research by Mr. Ellison's fall or 
collision energy particles or beads of rain on the 
surface of the basin have shown that the seed rain 
small bombs that are collision of particles of the soil 
dropped and separated [2]. 

Sediments that are moving with the flow 
of water in the river bed with water may move. This 
material suspended load and is said that the river bed 
with water flowing forward are times is called. Once 
all sediment bed load and suspended load of a river 
is formed [3]. 

The rate of deposition and aggregation of 
factors that can directly affect the size of the dam 
and result in a rapid decline in reservoir capacity 
is. Experience shows that many of the barriers for 
various applications are built with heavy expenditure 
due to incorrect estimation of the sedimentation rate, 
the expected useful life before the design of 

premature have a problem and a sense of the dam 
will not be able to estimate their goals. 

The sediment transport on water quality 
parameters affect both drinking and agriculture. The 
experts always try to estimate the suspended load of 
the river [4]. To tackle these problems, firstly, the 
condition is known mechanisms of sediment 
movement; secondly, in order to determine exactly 
the amount of sediments transported to be used in the 
design of hydraulic structures [5]. 

There are basically two different 
approaches for the estimation of suspended load 
rivers: the first approach uses a mathematical 
approach to the equations of hydrodynamics and 
sediment physical concepts to solve the field being 
carried out. These models usually have a variety of 
materials such as grain size, water temperature, 
specific gravity and viscosity, it flows quickly, the 
section of the river, and steep-walled river need 
sex. In the majority of cases never has enough of 
such data. Not all, mostly water discharge and 
sediment load data to be summarized. Recent years 
intelligent models such as artificial neural network 
simulators evolve neural networks - Fuzzy (ANFIS) 
or artificial neural networks (ANN) are used. Using 
artificial neural networks to the discovery of a new 
chapter in relations inherent in the data may be 
considered to be non-linear and complex issues, 
including the phenomenon of sediment can be 
employed and instrumental. All models and AI-
based mechanism so that the vector of parameters or 
input variables to the vector of parameters or 
variables to the output image. ANN  models  It is 
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suitable for complex nonlinear problems. Accurate 
estimates of the sediment carried by rivers in relation 
to shipping, filling reservoirs, hydroelectric 
equipment longevity, water quality, fish location, 
scientific interest is important. Estimate the sediment 
load of rivers, especially in the transport of 
contaminants in environmental engineering and 
hydraulic engineering design and management of 
water resources is an important [6]. 

Artificial neural networks have been 
successful in different areas of water resources. 
Recent research has shown that artificial neural 
networks in hydrology forecasting a new approach 
for modeling rainfall - runoff, river flow prediction, 
the input current tanks, and have provided estimates 
of suspended sediment. In recent years, fuzzy logic 
has been applied successfully to predict the 
suspended sediment and Casey fuzzy model was 
developed for use in estimating daily suspended 
sediment rating curves can be compared with her 
fuzzy models and found that it fuzzy model of the 
curve, measures are [6]. 

Quantity and quality of water resources 
planning systems consisting of a summary of the 
complex and conflicting objectives and decision 
variables is noteworthy that for optimal results, use 
of computer facilities and the latest innovations in 
the field optimization models and simulation is 
essential. Prosperity and economic development of a 
society dependent on its ability to maximize the 
benefits and minimize the damage caused. A 
permanent river cross section, longitudinal profile, 
the flow regime and its general form, depending on 
the situation, including erosion and sediment 
deposition, and altered its terms, will apply. Thread 
sediment centuries, studied by engineers and rivers 
and ways to solve a variety of issues that are 
presented. Unfortunately, the results of the different 
approaches often differ dramatically, and in the 
meantime, these results are not consistent with the 
actual observations. Sedimentation and River 
Engineering Science consistently over time, 
significant progress has been achieved, so some of 
the fundamental concepts of sediment transport, 
approach of using these concepts and their relations 
in recent years has become clear to us. 

 
2. Methodology 

Nagy et al., (2002) estimated the total 
sediment load using multi-layer perception network 
and error back propagation algorithm. The total 
sediment load of 161 and 9 of them have been 
developed based on hydraulic parameters of river 
sediment load, which was collected by different 

researchers have used the results of the model MLP 
Compared to the developed formulas [14]. 

Cigizoglu (2002) estimated using artificial 
neural network models, MLP, sediment 
concentration. He showed that the artificial neural 
network model predicts that the sediment rating 
curve. Better model than traditional artificial neural 
network model to estimate the curve, the ability of 
artificial neural network to model the hysteresis was 
reported. The estimated total annual precipitation is 
also required in cases where the artificial neural 
network model is compared with the curve of the 
annual suspended sediment is much closer to the 
actual value and the predicted reservoir studies 
efficient model was introduced [15]. 

Keram Cigizoglu (2004) estimated and 
forecasted daily suspended sediments using a multi-
layer perception networks. That the rivers of the 
United States that the data from the site USGS The 
data is taken from 1952 to 1981., And concluded that 
Multilayer perception model is statistically better 
than the conventional model [16]. 

Sarangi and Bhattacharga (2005) designed 
two ANN models, one is based on geomorphology 
(GANN) where the input parameters such as river 
geomorphologic form factor, and the relative salience 
factor is drainage associated with river runoff and 
sediment concentrations were associated with the 
output of the network. Other models based on non 
geomorphology (NGANN) The single input single 
output channel runoff and sediment concentration, 
respectively. Comparing the results of these two 
models showed that GANN have relatively better 
response [17]. 

Agarwal et al., (2005) using the method of 
back-propagation gradient descent method to 
optimize the weights of the precipitation forecasts 
daily, weekly, ten-day and monthly River in India 
began. The method FFBP The two methods used to 
model train set and found that they work better river 
network model of learning offers as well as the neural 
network to answer to generalize than transmission 
model linear pointed . Another thing is that scholars 
have asserted that the rapid convergence and high-
trained models do not necessarily lead to a better 
generalization of a model with. [18]. 

Cigizoglu and Alp (2005) established 
another type of algorithm ANN the regression neural 
network has (GRNN) in America used to estimate 
suspended. Unlike this algorithm FFBP (The other 
method was used in this study) on the one hand 
requires much iteration to find appropriate initial 
random weights did not predict the negative values 
for the deposition. For small, medium and large scale 
networks, and concludes that methods designed to 
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separate GRNN The correlation coefficient R More 
and mean square error MSE Less than FFBP Is [19]. 

(2005) Kisi In this paper, a fuzzy network 
capabilities – neuron (NF) And neural networks (NN). 
To estimate the discharge has been investigated., And 
discharge of water and sediment discharge data for 
the two stations Queered balance And Rio Valencia 
no Used to establish the model and the multiple linear 
regression curve and has also been used. The 
statistical parameters used to evaluate the root mean 
square error models (RMSE) and the coefficient of 
determination (R2) [20]. 

the main goal of the paper of Dogan et al., 
(2007) is to establish an effective model nonlinear 
relationship between the dependent variable 
(concentration of total sediment load) and the 
independent variable (the slope of the floor, flow and 
sediment particle size) is. And to estimate the total 
sediment load of artificial neural network with three 
layers (one hidden layer) were used. Sensitivity 
analysis determined the effect of different variables 
used in the neural network. [22]. 

Kisi et al., (2009) used the method of 
calculating fuzzy - neural adaptive for estimation of 
suspended sediment. In this paper, suspended 
sediment and flow data from two stations Kuylus and 
Salur Koprusu in Turkey it is used. Results obtained 
using fuzzy neural techniques, and tests were 
compared with artificial neural networks and rating 
curve. Statistical criterion of root mean square error, 
mean absolute error and correlation coefficient was 
used to assess model performance. The results 
indicated that the fuzzy - neural monthly suspended 
sediment will best answer. [6]. 

A biological neural network is composed 
of a group or groups of chemically connected or 
functionally associated neurons. A single neuron may 
be connected to many other neurons and the total 
number of neurons and connections in a network may 
be extensive. Connections, called synapses, are 
usually formed from axons to dendrites, though 
dendrodendritic microcircuits [7] and other 
connections are possible. Apart from the electrical 
signaling, there are other forms of signaling that arise 
from neurotransmitter diffusion [8].Artificial 
intelligence, cognitive modeling, and neural networks 
are information processing paradigms inspired by the 
way biological neural systems process data. Artificial 
intelligence and cognitive modeling try to simulate 
some properties of biological neural networks [9]. In 
the artificial intelligence field, artificial neural 
networks have been applied successfully to speech 

recognition, image analysis and adaptive control, in 
order to construct software agents (in computer and 
video games) or autonomous robots [10].Historically, 
digital computers evolved from the von Neumann 
model, and operate via the execution of explicit 
instructions via access to memory by a number of 
processors. On the other hand, the origins of neural 
networks are based on efforts to model information 
processing in biological systems [11]. Unlike the von 
Neumann model, neural network computing does not 
separate memory and processing [12].Neural network 
theory has served both to better identify how the 
neurons in the brain function and to provide the basis 
for efforts to create artificial intelligence. The 
preliminary theoretical base for contemporary neural 
networks was independently proposed by Alexander 
Bain [3] and William James [13]. In their work, both 
thoughts and body activity resulted from interactions 
among neurons within the brain. 

 
3. Results 

Fuzzy inference system based on rules "if - 
then" is built, so that the rules can be used to obtain 
the relationship between the number of input and 
output variables. Thus the FIS Can be used as a 
model to predict the absence of data input and (or) 
output can be used with high uncertainty. Word 
ANFIS Its name from the term "Adaptive Neural 
Fuzzy Inference System" is. Using information from 
a set of input / output function, Fuzzy Logic Toolbox 
ANFIS a fuzzy inference system (FIS) That the 
membership function parameters to pre – release 
alone or in combination with least squares method 6 

are moderated and it is a Sugeno fuzzy. This allows 
you to work through the information that the object 
model is an attempt to teach his system. Adaptive 
fuzzy inference system (ANFIS) Other types of 
intelligent systems is a training algorithm for neural 
networks and fuzzy reasoning to map an input space 
to an output space with the ability to combine the 
power of language, the system uses the numerical 
strength of fuzzy neural network adaptive. It is also 
capable of extracting fuzzy rules from numerical data 
or knowledge or experience of experts and through a 
data base to make the adjustment. The main 
drawback of the model predictions ANFIS Network 
training time required to determine the structure and 
operating parameters are [12]. Inference Model of 
Adaptive Neuro - Fuzzy (ANFIS) Multi-layer 
network, consisting of a node and the arcs connecting 
the nodes are. Model structure ANFIS The schematic 
in Figure (1) is shown.  
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Figure (1): The structure of ANFIS model with two input variables 
 
 
 
 

As the figure shows that model ANFIS is 
composed of five layers: 

The first layer, the input node: This layer is 
the input layer which belongs to the range of each 
input phase to be determined. For example, in Figure 
2, two fuzzy sets for each input is considered. The 
membership functions and the desired amount of 
overlap using the following equation is determined 
by the user. 
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Here x is Input a, b, c are adaptive 

parameters and coefficients of non-linear of 
equations that could determine the shape of the 
membership function. Variable coefficients, Fuzzy 
Sets Set S 1 or set parameters is called left hand side 
(LHS). Output values for the first layer membership 
values of the membership functions of each input to 
the input. 

The second layer, rule nodes in the input 
layer to each node multiplied by the weight of the 

rules is obtained. For example, for the first node we 
have: 
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The third layer, the intermediate node: these 

nodes do the function of calculation of the relative 
weight: 
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Where n is the number of nodes in this layer. 
 

The fourth layer, the nodes of this layer, 
called laws, rules of operation on the input signal this 
layer are given by: 

 
 

 iiiiiii rxqxpwfwZ  21  
(4)  
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That Following parameters are called Consequent 
Parameters.  

Collection of      ...,,,,,, 222111 rqprqp  
are 

called S 2. These set of parameters are known as 
Right Hand Side. 

Fifth layer of output nodes: the network 
layer is the last layer is composed of a node. The task 
of this layer is the sum of all input nodes to this node 
is responsible. 

 


n

i
ii fw      (5)  

 
In this way we can learn is the ability of a 

fuzzy system is implemented. The main teaching 
method is propagation of errors. In this algorithm 
gradient descending method using error and the error 
value is propagated to the input parameters are 
correct. Total output as a linear combination of the 
parameters can be written: 

 

2211 fwfwf nn 

      111111 rwqywpxw nnn 
  

      222222 rwqywpxw nnn    (6)  

 
Thus, the resulting parameters using total 

least squares error can be calculated. In same way 
mentioned above, the model structure ANFIS Set of 
adaptive parameters S 1 and set the following 
parameters S 2 Exist. In fact, when done properly 
simulate the actions that both these parameters are 
estimated so that the model error function is training 
and testing Minimum. Obtaining parameters typically 
takes place in two steps. In the first step, a step 
forward is called a parameter set S 1 Assumed to be 
constant and set parameters S 2 The algorithm uses 
the least square error (LSE) Are calculated in the 
second step of the backward step is called a 
parameter set S 2 Assumed to be constant and set 
parameters S 1 Using the reduced gradient algorithm 
are obtained. This series of floor operations at each 
stage of the learning occurs epoch Is called. The 
calculated model parameters, the model output pairs 
for training the model as a data model has been 
obtained. The value predicted by the model compared 
to the actual value, the error model training ANFIS 
Be calculated. Per epoch Of course, the values of 
model parameters and subsequently modified the 
training error and testing error of the model is 
changed, the number of epoch Training will be added 
to the model, the reduction of training error is 
reduced models, where to start testing error curve 

fluctuates or increases. In such a situation, so it is 
said that the model has been in a state of over 
training. Thus, the optimal frequency is selected to be 
trained not to over-state model. The training model 
ANFIS This situation should be avoided [35,33,34]. 
 
 
4. Conclusion  

ANFIS Membership function of the input 
model is considered. Membership functions are 
different types of membership functions such as 
trapezoid, triangular, Z Function sig Function pi 
Function dsig Function S And a Gaussian bell 
function noted. Select the membership function based 
on different types of membership functions are 
tested. Means that the membership functions are 
separately analyzed and model ANFIS Membership 
functions for each of these individually trained. The 
error rate of the model is compared with the lowest 
error rate in functional training, the less time will be 
adopted as the membership function. Fuzzy Logic 
Toolbox has 11 membership functions, prefabricated 
includes. It is made up of 11 different major 
functions: 

Piecewise functions - linear, Gaussian 
distribution function, circular curve, a quadratic 
polynomial functions of two and three, that the 
membership functions of all the letters at the end of 
their name. 

The simplest membership functions are 
formed from straight lines. The simplest function is 
the triangular membership functions and function 
names related where the triangles are not more than 
three points. Trapezoidal membership functions, flat 
upper surface and a curved triangular fact that its 
head is cut off.  
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