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Abstract: In this paper we study one more extension of the concept of statistical convergence namely almost
A-statistical convergence. In section 1.2 we discuss some inclusion relations between almost A-statistical convergence,
strong almost (V,A)-summability and strong almost convergence. Further in section 1.3 we study the necessary and
sufficient condition for an almost statistically convergent sequence to be almost A-statistically convergent. Let s be the
set of all real or complex sequences and let /., ¢ and ¢, denote the Banach spaces of bounded, convergent and null

sup
sequences x = {£,} respectively normed by ||x||= K |&J. Suppose D is the shift operator on i.e. D ({&}) = {Ex1}.
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1.1 Introduction 1<
In this paper we study one more extension of the . lim — Z Erom
concept of statistical convergence namely almost C=x={&): NG exists uniformly
A-statistical convergence. In section 1.2 we discuss inm}.
some inclusion relations between almost A-statistical Several authors including Duran [7], King [15]
convergence, strong almost (V,A)-summability and and Lorentz [19] have studied almost convergent
strong almost convergence. Further in section 1.3 we sequences.
study the necessary and sufficient condition for an Definition 1.1.3. A sequence x = {£} is said to be
almost statistically convergent sequence to be almost 1
A-statistically convergent. lim— Z &y
Let s be the set of all real or complex sequences (C,1)-summable if and only if NS xists.
and let /,, ¢ and ¢y denote the Banach spaces of Definition 1.1.4. A sequence x = {&} is said to be
bounded, convergent and null sequences x = {&} strongly (Ceséro) summable to the number & if
sup 19
respectively normed by |[x|| = k |&J. Suppose D is lim— Z| Ex
the shift operator on s, i.e. D ({&}) = {&x1}- =N k=1 —g=0.
Definition 1.1.1. A Banach limit [1] is a linear Spaces of strongly Cesiro summable sequences
functional L defined on /., such that were discussed by Kuttner [17] and some others and
(1) L(x)=0if & >0 for all k, this concept was generalized by Maddox [20].
(i) L (Dx) =L (x) for all x € [, Remark 1.1.1. Just as summability gives rise to
(iii) L (e)=1wheree= {1,1,1,...}. strong summability, it was quite natural to expect that
Definition 1.1.2. A sequence x € [, is said to be almost convergence must give rise to a new type of
almost convergent [19] if all Banach limits of x convergence, namely strong almost convergence and
coincide. this concept was introduced and discussed by Maddox

A a 20].
Let € and Co denote the sets of all sequences [20]

which are almost convergent and almost convergent to
zero. It was proved by Lorentz [19] that

Definition 1.1.1. A sequence x = {&,} is said to be
strongly almost convergent to the number & if

lim 1 Z| §k+m

n=>°N k=t —&=0  uniformly in m.
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If [€] denotes the set of all strongly almost
convergent sequences, then
1N
lim— Zl §k+m

[e1- {x = {&}: for some & "N k=1
&| = 0 uniformly in m}.

Let A = {\A,} be a non-decreasing sequence of
positive numbers tending to o such that

At SA 1L A =1

Definition 1.1.7. Let x = {&,} be a sequence. The
generalized de la Valée-Pousin mean is defined by

s,

n kEln

ta (x) =

where I, = [n— A, +1, n].

Definition 1.1.8. A sequence x = {&} is said to be
(V,A)-summable to a number & [18] if t, (x) — & as
n—o.

Remark 1.1.9. Let A, =n. Then I, =[1, n] and

1 n
¥
="k

Hence (V,A)-summability
(C,1)-summability when A, =n.

Definition 1.1.10. A sequence x = {&} is said to
be strongly almost (V,A)-summable to a number & if

Ilm i Zl ak+m

Ll Wy

reduces to

—& =0 uniformly in m.

In this case we write & — é[v ,A] and [V A
denotes the set of all strongly almost (V,A)-summable
sequences,

.1
) lim—
. n—oo
1.e.[V Al = {x = {&}: for some &,

Z| §k+m

kel, — &= 0 uniformly in m}.

Definition 1.1.11. A sequence x = {&} is said to
be almost statistically convergent to the number & if for
eache>0

lim 1
22N |k <n: [Eem— & > €} = 0 uniformly in m.

In this case we write S lim & =& or § — é(S)

and S denotes the set of all almost statistically
convergent sequences.

Definition 1.1.12. A sequence x = {&} is said to
be almost A-statistically convergent to the number & if
for each e >0

90

.1
lim —
>0 ) . :
N {k € I, |Erm — &| = €}] = 0 uniformly in
m.
. - .
In this case we write -lim & =& or & — &(
) and 87‘ denotes the set of all almost A-statistically

convergent sequences.

~

Remark 1.1.13. If A, = n, then *is same as S .

1.2 Some Inclusion Relation Between Almost
A-Statistical Convergence, Strong  Almost
(V,A)-Summability And Strong Almost

Convergence

In this section we study some inclusion relations
between almost A-statistical convergence, strong
almost  (V,A)-summability and strong almost
convergence. First we show that every strongly almost
summable sequence is almost statistically convergent.

Theorem 1.4.1. If a sequence x = {&} is almost
strongly summable to &, then it is almost statistically
convergent to &.

Proof. Suppose that x = {&} is almost strongly
summable to & Then

. 1x
lim— Z| é;ker
n—>oon k=1

-¢=0

uniformly in m

(D)

Let us take some € > 0. We have

il §k+m Zlaker

_ E_,| Z‘émm*é‘ € _ E_,|
> g[{k <n: [Gem — & 2 &}
Consequently,

1N
lim— Zl §k+m
n—>oon k=1

|Sicrm — & > &}
Hence by (1) and the fact that € is fixed number,
we have

1
lim —
—gze" Nk <n:

.1
lim —
=% Nk <n: |Eem— & >} = 0 uniformly in m.
= x is almost statistically convergent.
Theorem 1.2.2. Let A = {A,} be same as defined
earlier. Then

S

~

(i) &gVl =8 g

and the inclusion [V A € S}‘ is proper,
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(ii) if x € L, and &, — a(Sk ), then & — &[ v A

and hence & — é[C] provided x = {&} is not
eventually constant.

(iii) Sin L=tV ani,
where /,,denotes the set of bounded sequences.

Proof. (i). Since & — &[ \ ,A], for each € > 0, we

have
.1
Ilm -~ Zl ak+m

noo A kel

— & =0 uniformly in m.
..(2)
Let us take some € > 0. We have
Z| §k+m
Zl ak+m kel
kel, — g Z\&mm*&FZ € — g
> gl{k € I} [Gem — & = €}
Consequently,
o1 1
Ilm_ Zl ak+m ||m N
2% Ap kel — g > g o A‘n l[{k € I
|Eiim — &| = €}

Hence by using (2) and the fact that € is fixed
number, we have
1
lim 5
N2 0k € Iy & — €| > €} = 0 uniformly in
m’

Le. & — é(Sk)-

It is easy to see that [V Al &G

(ii). Suppose that & — &( S}‘) and x € [,. Then
for each e >0

B

lim >

N2 n 1k € Iy: |Eem — €| = €}| = Ouniformly in
m. ...(3)

Since x € [, there exists a positive real number M
such that |y — & <M for all k and m. For given € >0,

S,

we have
1 1 ZI §k+m
o Z| ak+m N kel,
}\‘n kel, —§ = }\‘n |Em—E|2€ — g+
1
}\‘n ;;l §k+m
‘&k+m7a<£ —E_,|
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1
— M 1
}\‘n ;n }\‘_ ze
S ‘ék+m_é‘ 2€ + n kEln
M 1
A

= M e T - gz} e M [ 1)
+1]

M 1

= Mo ke 1 -z el e 0 A,

= " k€L |Gm—&lze}| T e

.1
;!I_rﬂo}\‘_ ZI §k+m

= n kEln

In: |E_>k+m_ E_,| > 8}| +¢&
Hence by using (3), we get

Ilm i Zl ak+m

Mlimi

g < T Mke

" Ay kel —§/=0 uniformly in m.
i .4
= & — & \ A
Further, we have
1 n n-i,
EZ' Sieim _ZI‘:ker
k=1 _ g ni= g+
1 n
E ZI ak+m
k=n-1,+1 _ E_,|
n-a, 1
- ZI §k+m E zl ak+m
- Ni g+ Kkeh ~g
1 n-A, 1
DL S L
stk g Tk oy
2
7\,_ | ak+m
< T kel - ¢
1L li 1
I|m—2|§k+m nl—rﬂa}b_ Z'&Hm
N n—o N _ E_,| <2 n kel,
-
Hence
-
r!l_rﬂa_ Z| §k+m
N -&=0 uniformly in m.
[Using (4)]
= &— i[c] .
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~

(iii). Let x € L, be such that & — & (87‘ ).
Then by (i),

& — &V L

Thus

S, Nil,c [\7,x1 N L,

Also by (i), we have

&—& Vv :ékeéﬂ(sk).
S,

C .

(5

So (V2

~

> [V,umwcsk N L.
Hence by (5) and (6)

Sinn=(Varne.
This completes the proof of the theorem

..(6)

1.3 Necessary And Sufficient Condition For
An Almost Statistically Convergent Sequence To Be
Almost A-Statistically Convergent

A

n

Since N is bounded by 1, we have Sk c S
for all A. In this section we discuss the following
relation.

~

Theorem 1.4.1. S € S* ifand only if

Iiminfh

LN} A7)

i.e. every almost statistically convergent sequence

is almost A-statistically convergent if and only if (7)
holds.

Proof. Let us take an almost statistically
convergent sequence x = {&/} and assume that (7)
holds.

Then for each € > 0, we have

lim 1
"N |k <n: |&em— & > €} = 0 uniformly in m.

...(8)
For given € > 0 we get,
{k<n:[Cem—& >} D {k €L [Gom— &[> €}
Therefore,

1 1

Nk <n: Gom—& =8} > Nk €L Gom—&[2
3]
A 1
n 7\’n .
> Ik € L2 [Geom — [ = €}
Taking the limit as n—oo and using (7), we get

92

_ 1
lim -
n—o n

Itk € L |Gom — & = €}l = 0
uniformly in m,

Le. & — é(Si)-

Hence S c Sk for all A.

~
~

Conversely, suppose that S c Sk for all A.
We have to prove that (7) holds.
Let as assume that

. A

liminf —
n>o N ~0.

As in [9], we can choose a subsequence {n (j)}

such that

}\‘n(J) 1
nG) - J.
Define a sequence x = {§;} by
{1 ifi € 1,,i=1,2,3,...
0
&=

otherwise.
Then x € [€] and hence by Theorem 1.4.1, x €
S. But on the other hand x ¢ [V ,A] and Theorem

1.4.1 (ii) implies that x € —*. Hence (7) is necessary.
This completes the proof of the theorem.
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