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Abstract: This paper presents a technique to produce secret keys with optional size from a voice key that can be 
obtained from the delta modulation.   The technique that produces the secret key should be a function of all the bits 
in the voice key in to get unique keys for each voice key.   To achieve this goal, the DES encryption algorithm in 
cipher block chaining (CBC) mode of operation is used after preprocessing the voice key.  Throughout this paper, a 
step-by-step of the algorithm is introduced to achieve this goal.  Therefore, a background about the cipher block 
chaining mode of operation is presented.   Next, the discusses of the block diagram of the proposed technique is 
done. Then, the deploys of the entropy algorithm as a key evaluation metric is introduced.  Finally, two examples are 
introduced to demonstrate the applicability of this technique.   
[Osama M. Amer, A. S. Obada, Emad Massamir and Tharwat O. Alhanafy. Extracting Variable-Size Secret Keys 
from Voice Key. New York Science Journal 2011;4(1):49-60]. (ISSN: 1554-0200). 
http://www.sciencepub.net/newyork. 
 
Keywords: Extracting; Variable-Size; Secret; Key  
 
1. Introduction 

The ‘delta’ refers to the difference value from 
one instant to the next, with the difference being 
limited to -1 or +1. This system maintains an 
accumulator that starts at zero. At every sample 
position, this accumulator either steps up by one or 
steps down by one, never maintaining the same value. 
Stepping up or down is in response to a comparison 
between the current accumulator value with the 
desired waveform amplitude.  If the decision is too 
low, then it steps up by one. Otherwise it steps down. 
This is depicted in Figure 1 and it should be noted 
that this method would typically have a far higher 
sample rate than PCM audio – but then only require 
at each sample instant a 1 or 0 for up or down, 
respectively. The problem with delta modulation is 
that the quantization error depends on the step-
size[1].  

This means that in order to represent audio as 
accurately as possible, the step height should be 
small. However a small step means that more steps 
are needed to reach-up to larger   waveform peaks. In 
Figure 1, when rising up to the first peak, and 
dropping down after it, there is a large gap between 
the waveform we desire to quantize and the actual 
step values. This is because delta modulation can 
only increase a single step at a time, but the gradient 
of the waveform has exceeded this. Such a limit on 
the gradient is termed the slew rate or sometimes 
slope overload [2].  

The output bit-stream, representing the 
waveform in the delta modulation format, is also 
shown in Figure 2.  In order to support a higher slew 
rate without increasing the step-size, it is necessary to 
sample more quickly [3]. This is a trade-off between 

bits per second used in the representation and the 
quantization noise introduced by it. 
 
 
 
 
 
 
 
 
 
 
Figure 1: Illustration of an audio waveform being 
represented using delta modulation, where a 1 
indicates a stepwise increase and a 0 indicates a 
stepwise decrease in amplitude at each sampling 
position [8]. 
 

The delta-modulation algorithm is 
implemented using Matlab and it takes two inputs.  
The first input is the spectrum associated with the 
speech of a person and the second input is the step 
size.  The step size is the value by which the 
accumulator, a variable that is started with a value of 
zero, is increased or decreased based on the 
comparison of the value of accumulator and the 
spectrum magnitude at time t.  If the value of the 
accumulator is greater than the spectrum magnitude, 
the accumulator is increased by the step size and a 1 
is assigned to the corresponding bit in the bitstream.  
Otherwise, the accumulator is decreased by the step 
size and a 0 is assigned to the corresponding bit in the 
bitstream. The algorithm returns the generated 
bitstrem as an output. 
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The paper is organized as follows. Sections 1 
are this introduction. In Section 2, we present an 
analysis of Adaptive delta modulations. Section 3 
describes the Speech-key Generation Algorithm. 
Section 4 presents the Demonstration Examples. 
Section 5 evaluates the CBC Encryption Mode of 
Operation. And Entropy as Key Metric is introduced 
in section 6. Finally, our conclusions are drawn in 
Section 7. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2. Adaptive delta modulations 

In an attempt to maintain the beneficial 
features and simplicity of delta modulation but to 
overcome the slew rate limitations, designers came 
up with several methods to vary the step height based 
on the past history of the audio [6]. One of those 
method is to adapt the quantization level so that it can 
be small when dealing with slowly changing 
waveforms, but coarse when dealing with rapid 
waveform changes. The technique is also known by 
the mouthful continuously variable slope delta 
modulation, abbreviated CVSDM or CSVD, and used 
as a speech compression method in some older radio 
systems. In the most basic form, such a system relies 
upon some rules to change step-size, such as the 
following artificial example: ‘If the past n values 
were the same then double the step height, otherwise 
halve it.’ There would, of course, be upper and lower 
limits to the step height changes [7]. In reality, some 
systems would themselves gradually adapt their step-
size rules over time. Often step heights gradually 
increased, and gradually decreased (rather than the 
system mentioned which doubles it or halves it each 
time, considered a fairly large change). 

The technique is illustrated in Figure 3, for n = 
3, and thus the step height can be seen to change 
following three successive moves in the same 
direction. Several step height reductions are similarly 
illustrated. The bit-stream resulting from this process, 
which is a quantized representation of the original 
waveform, is shown across the bottom of the plot. 
 
 
 
 
 
 
 
 
 
 

1. function [cn] = deltaModulation (x, StepSize) 
2. xlen = length(x); 
3. accum(1) = 0; 
4. for i =1: xlen 
5.        if (x(i) >= accum(i)) 
6.                 e_tilda_n (i) = 1; 
7.                 accum(i+1) = accum(i) + e_tilda_n (i) * StepSize; 
8.        else 
9.                 e_tilda_n(i) = -1; 
10.                 accum(i+1) = accum(i) + e_tilda_n (i) * StepSize; 
11.                 tx(i)=0; 
12.        end 
13. end 
14. for k = 1 : xlen 
15.        if (e_tilda_n (k) == -1) 
16.                e_tilda_n (k) = 0; 
17.        end 
18. end 
19. cn = e_tilda_n; 

 
Figure 3: Illustration of an audio waveform being 
represented using adaptive delta modulation, where a 
1 indicates a stepwise increase in signal amplitude 
and a 0 indicates a stepwise decrease in signal 
amplitude. Repetition of three like sample values 
triggers a doubling of step-size, and a halving of step-
size is triggered by the neighboring samples which 
are unlike. The predominant step-size in the figure is 
the minimum limit, and there would likewise be a 
maximum step-size limits imposed [8]. 
 Figure 2: Delta modulation algorithm. 
3. 3 Speech-key Generation Algorithm 

The algorithm the implements the speech-key 
generation model is introduced in this section. The 
algorithm is depicted in Figure 4. The algorithm is 
called speech-key-generation. It takes the speech 
signal as an input and produces the sequence of bits 
associated with the speech signal as an output. This 
sequence of bits represents the speech-key. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Input: Speech-signal 

Output: Speech-key 

Speech-key-generation-algorithm (speech-signal) 
 

1. Choose window length in milliseconds 

2. Filter to remove LF recording noise. 

3. Compute LPC coefficient with model order n (e.g. n=10). 

4. Compute prediction error with all zero filters. 

5. Get spectrum from the (LPC) parameters. 

6. Represent spectrum curve using delta modulation. 

 
Figure 4: Speech-key generation algorithm.  
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This algorithm is implemented by using 
Matlab since it contains ready-made functions that 
accomplish this task. The Matlab implementation 
program is shown in Figure 5.   Only the main lines 
in this algorithm are highlighted.  The algorithm 
takes a wave file that has the person speech as an 
input (Line 1).  Then it reads the sound signal from 
the specified file (Line 3).   Next it filter the signal to 

remove noise (Line 6) and then compute the LPC 
coefficient (Line 7).  After computing the LPC 
coefficients, it computes the prediction error with all 
zero filter (Line 8). Next, the spectrum associated 
with the LPC parameters is generated (Line 10).  
Finally the delta modulation algorithm in Figure 3.6 
is called to generate the bitstream (Line 17).  

 
1. function [ ] = speech-key-generation (fileName ) 
2. winlens = 50;  %PSD window length in milliseconds 
3.  [y, fs] = wavread(fileName);   %  Read in wavefile 
4. winlen = winlens * fs/1000; 
5. [cb, ca] = butter (5,2 * 100/fs, 'high');  
6. yf = filtfilt (cb, ca, y);  %  Filter to remove LF recording noise 
7.  [a, er] = lpc (yf, 10);  %  Compute LPC coefficent with model order 10 
8. predy = filter(a, 1, yf);  %  Compute prediction error with all zero filter 
9. figure(1) ;  plot(predy); title ('Prediction error'); xlabel ('Samples'); ylabel ('Amplitude') 
10.  [hz, fz] = freqz (1, a, 1024, fs);   % Get spectrum from the AR (LPC) parameters 
11. figure (2) 
12. plot (fz, abs (hz)) 
13. title ('Spectrum Generated by LPCs') 
14. xlabel ('Hertz') 
15. ylabel ('Amplitude') 
16. StepSize = 1/15;  
17. cn = deltaModulation (hz, StepSize);  % Delta modulation-demodulation encoder 
18. file = fopen('output.txt', 'w');  % write Matlab results to a text file 
19. for i=1:1024 
20.        fprintf(file, '%d \n', cn(i)); 
21. end; 
22. fclose(file); 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                  Figure 5: Implementation of speech-key generation using Matlab.     
 
 
4. Demonstration Examples 
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t.  

The rest of this paper presents a case study 
using the Arabic latter ‘alif’ that is pronounced by 
two different persons: person1 and person2 to show 
the output of the speech-key generation algorithm for 
each person. Figure 6a and 6b shows the Prediction 
error associated with the sound signal of person1 and 
person2, respectively. Also Figure 7a and 7b shows 
the spectrum curve generated by LPCs script for 
person1 and person2, respectively.  Finally, the 
bitstream or the speech key is generated for each 
person. This is depicted in Figure 8a and 8b for 
person1 and person2, respectively. This shows that 
the two keys are differen

 
5   CBC Encryption Mode of Operation 

The cipher-block chaining (CBC) is an 
encryption mode of operation that is used with block-
cipher encryption algorithms such as Data Encryption 
Standard (DES) and Advanced Encryption Standard 
(AES).  In DES encryption In CBC mode, the 
plaintext which has n bits is divided into blocks of 64 
bits each, where n should be multiple of 64. If not, 

the plaintext must be padded with the required 
number of bits to satisfy this condition. Each block is 
denoted by PTBi and it is XORed with the previous 
ciphertext block, CTBi-1 before being encrypted.  In 
this way, each CTBi is dependent on all plaintext 
blocks processed up to that point (i.e., PTB1 through 
PTBi-1).  Also, to make each message unique, an 
initialization vector, IV, must be used in the first 
block.  The size of the IV is equal to the block size 
which is, in this case, equal to 64 bits. This process is 
described in Figure 9. 

If the first block has index 1, the mathematical 
formula for CBC encryption is  

CTBi  =  Ek (PTBi xor CBTi-1),  CBT0 = IV 

 

while the mathematical formula for CBC decryption 
is 

PTBi  =  Dk (CTBi) xor CBTi-1,  CBT0 = IV
 

In this mode of encryption operation, if a one-
bit is changed in a plaintext block PTBi,  all the 
following ciphertext blocks (i.e., CTBi+1 through 
CBTN, where N is the number of blocks) will be 
affected.

 

http://en.wikipedia.org/wiki/XOR
http://en.wikipedia.org/wiki/Initialization_vector
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(b)  Spectrum curve corresponding to the sound of person2. 

(b)  Prediction error associated with the sound signal of person2. 

Figure 6:  Prediction error associated with sound signals of the two persons. 
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(a)  Prediction error associated with the sound signal of person1. 
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(a)  Spectrum curve corresponding to the sound of person1.
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Figure 7:  Spectrum curves associated with the sounds of the two persons. 

0 2000 4000 6000 8000 10000 12000
0

1

2

3

4

5

6

7

8
Spectrum Generated by LPCs

Hertz

A
m
pl
itu

de



New York Science Journal, 2011;4(1)                                                     http://www.sciencepub.net/newyork 

 

http://www.sciencepub.net/newyork

 
 

                                              newyorksci@gmail.com 54

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1  
1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 0 1 0 1 0 0 1 0  
0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0  
1 1 0 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 0 1 0  
1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0  
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 1 0 1 1 0 1 1  
0 1 1 0 1 1 0 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1 0 1 1 0 1 0 1 1 0 1 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0  
0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0  
0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1  
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0  
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 

1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 0 1 1 0 1 1 0 1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1 0 1 1 1 1 0 1 1 1 0 1 1 0 1 1  
0 1 1 0 1 0 1 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0  
0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 1 0 1 0 1 1 0 1 0 1 0 1 1 0 1 1 0 1 0 1 1 0 1 1 0 1 1 0 1 1 1 0 1 1 0 1 1 0 1 1 1 0 1 1 0 1 1 0 1 0 1 0 1 0 1 0 0 1 0 0 0 0  
1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0  
1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1  
0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 1 0 1 0 1 1 0 1 0 1 1 0 1 1 0 1 1 0 1 1 1 0 1 1 1 0 1 1 1 1 1  
1 0 1 1 1 1 1 0 1 1 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 0 1 0 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1  
0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0  
1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1  
0 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 0 1 1 0 1 0 1 0 1 1 0 1 0 1 0 1 1 0 1 0 1 0 1 1 0 1 0 1 0 1  
0 1 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1  
0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1 0 

(a)  Bitstream of person1. 

(a)  Bitstream of person2. 

Figure 8: Generated bitstreams for the two persons based on delta modulation. 
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5.1 Getting Variable-Size Keys Block Diagram 

The block diagram of the proposed technique 
that is used to deduce variable-sized secret keys   
from a voice key is described in Figure 10.  The 
block diagram accepts a voice key (VoiceKey) and 
the required key size (KeySize) as inputs while it 
produces the corresponding secret key with the 
required size as an output.  In addition, this block 
diagram comprises six components to achieve the 
required secret key.  These components are as follow: 

1. Key Partition, 
2. Padding 56 Bits, 
3. Adding Parity, 
4. Block Partition, 
5. DES Encryption CBC Mode, and 
6. Generating Corresponding Key. 

 
The rest of this section describes all these 

components in more detail to show how the 
corresponding secret key is produced from the 
provided voice key. 
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Figure 10: Block diagram of reducing voice-key to a key with optional size. 
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5.2 Key Partition 
The key partition component simply divides 

the received voice key, voiceKey, which is 1024 bits 
into three parts (Figure 10).  The first part is equal to 
the first 904 bits of the voiceKey.  The second part is 
equal to the next 56 bits of the voiceKey while the 
third part is equal to the last 64 bits of the voiceKey.  
The total number of bits of the three parts is equal to 
1024 bits which is the same size of the voiceKey.  In 
other words,  the first part includes the bits from 0 to 
903, and the second part includes the bits from 904 to 
959, and the last part comprises the bits from 960 to 
1023 of the voiceKey.  
 
5.3 Padding 56 Bits 

The padding 56 bits component is used to pad 
the first part produced by the key partition component 
with a series of 56 bits in order to make this part 
multiple of 64 bits.  Therefore, it becomes 960 bits 
instead of 904 bits as seen in Figure 10.  These 960 
bits will be presented as input to the block partition 
component.  
 
5. 4   Adding Parity 

The key size of the DES algorithm is 64 bits 
which are equal to eight bytes such that the eighth bit 
of each byte represents the parity bit.  For example, if 
the first seven bits of a byte has even number of ones, 
then the eighth bit of that byte must be set with a one 
in case of odd parity.  While in case of even parity, it 
will become zero.  This is why we take only 56 bits 
from the voiceKey and then they are divided into 
eight group of seven bit each.  Next, the parity bit is 
added to each group that becomes eight bits.  
Therefore, the DES key becomes 64 bits resulted 
from the eight bytes corresponding to eight groups.  
These parity bits are required to cope with the 
implementation of the DES encryption algorithm. 

 
5.5. Block Partition 

The block partition component receives a 
series of bits equal to 960 bits which is the first part 
produced by the key partition component.  Since this 
series of bits is multiple of 64 bits, the underlying 
component split it into fifteen blocks each with 64 
bits.  Consequently, this component produces fifteen 
blocks.  Where the first block has the bits from 0 to 
63, the next block has the next 64 bits, and so on. 
Each block is denoted by PTBi, where i = 1, 2, …, 
15.  This can be in Figure 10.  These fifteen blocks 
will be used as inputs to the DES Encryption CBC 
mode component.  
 
 
 
 

5.5 DES Encryption In CBC Mode 
The DES encryption CBC mode component 

accepts seventeen inputs and produces fifteen 
outputs.  The inputs include: 
1. IV produced by the key partition component, 
2. k resulted from the adding parity component, and  
3. Fifteen blocks: PTB1, PTB2, …, and PTB15 

produces by the padding 56 bits components 
while the outputs include fifteen blocks: CTB1, 
CTB2, …, and CTB15.  These blocks represent the 
encryption of the input blocks: PTB1, PTB2, and 
PTB15. This can be shown in Figure 11. 

 
Figure 10 comprises fifteen blocks. Each 

block, say block i, uses the DES encryption algorithm 
and it accepts the k and PTBi  XORed with CTBi-1 as 
inputs and produces the CTBi as an output. This is 
applicable for all blocks except the first block which 
accepts k and PTB1 XORed with IV as inputs. The 
encryption starts from the first block, then the second 
block, and so on until all the fifteen input blocks are 
encrypted.  From Figure 11, it can be noted that any 
output block, say CTBi, is a function in all input 
blocks from PTB1 to PTBi.  This means that any 
change even with one bit will be reflected in the 
following subsequent blocks.   After finishing the 
encryption of all input blocks, the output blocks are 
passed to the generating corresponding component.  
 
5.6. Generating Corresponding Key 

The generating corresponding key component 
takes the fifteen encrypted blocks:  CTB1, CTB2,…, 
and CTB15 produced by the previous component as 
inputs. Also it accepts the required key size, keySize, 
as an input. It produces the key with the required size 
as an output. The fifteen encrypted blocks represent 
960 bits (Figure 10). This component simply returns 
the last keySize bits of the 960 bits.  For example, if 
the key is equal to 128, the component will return the 
last 128 bits of the 960 bits of the encrypted blocks.   

  
6   Entropy as Key Metric 

The entropy of two voice keys: voiceKey1 and 
voiceKey2 and their corresponding keys produced by 
the proposed algorithm are evaluated.  The values of 
these keys are shown in Figure 12 and 13.  The 
entropy of each key is evaluated according to the 
entropy’s formula. Table 1 shows these results. For 
example, the entropy of the key with 64 bits that 
produced from voiceKey1 is placed in the cell that 
crosses the row voiceKey1 and the column “64-bit 
key.” this value is equal to 66.   
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Figure 11: Encrypting fifteen blocks with 64 bits each using DES in 
CBC mode of operation.

 
 
 
 
 

6.1 Demonstration Examples 
This section presents two examples to 

demonstrate the output of the proposed technique.  
The first example represents the voice key1, 
voiceKey1, which is 1024 bits as seen in Figure 12a.  
The algorithm is executed four times with keySize 64, 
128, 256, and 512, respectively.  In each time, it 
produces the corresponding key as shown in Figures 
12b, 12c, 12d, and 12e, respectively.  The voiceKey1 
is corresponding to the character “alef”. 

The second example represents the voice 
key2, voiceKey2, which is the same as the voiceKey1 
except that we replaced the first bit with “1” as 

shown in Figure 13a.  The algorithm is executed 
again four times with the keySize 64, 128, 256, and 
512, respectively. In each time, it produces the 
corresponding key as shown in Figures 13b, 13c, 13d, 
and 13e, respectively.  It can be seen that even though 
the two voice keys: voiceKey1 and voiceKey2 are 
different only in one bit; the produced keys with the 
same size are different.  For example, the keys in 
Figures 12b and 13b are different and they are 
resulted from voiceKey1 and voiceKey2, respectively. 
This means that a produced key is unique for its 
corresponding voice key. 
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Figure 12: Different keys with different sizes are generated from voicekey1 (a)  voicekey1,  (b) 64-bit key,  (c) 128-

bit key, (d) 256-bit key, and (e) 512-bit key. 

y. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 13: Different keys with different sizes are generated from voicekey2 (a)  voicekey2,  (b) 64-bit key,  (c) 128-

bit key, (d) 256-bit key, and (e) 512-bit ke
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 Table 1: Entropy of voice keys and their extracted keys. 

Entropy 
 

Original key 64-bit key 128-bit key 256-bit key 512-bit key 
VoiceKey1 0.69 0.66 0.68 0.69 0.69 
VoiceKey2 0.69 0.69 0.68 0.69 0.69 

 
 
 
 
 
 
 
7. Conclusions: 

The technique to produce secret keys with 
optional size from a voice key that can be obtained 
from the delta modulation is presented. The technique 
that produces the secret key should be a function of 
all the bits in the voice key in to get unique keys for 
each voice key is introduced.  To achieve this goal, 
the DES encryption algorithm in cipher block 
chaining (CBC) mode of operation is used after 
preprocessing the voice key.  Throughout this paper, 
a step-by-step of the algorithm is introduced to 
achieve this goal.  Therefore, a background about the 
cipher block chaining mode of operation is presented.   
Next, the discussion of the block diagram of the 
proposed technique is done.  Then, the deploys of the 
entropy algorithm as a key evaluation metric is 
introduced.  Finally, two examples are introduced to 
demonstrate the applicability of this technique. 
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