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Abstract  

With the rapid growth of multimedia applications and digital archives, content-based image retrieval (CBIR) has 
emerged as an important area and received lots of attentions for the past decades. In practice, there are two major 
problems raised by a CBIR system: the feature descriptions of images and the expressions of users’ search preferences. 
To tackle these problems, we present a DCT-based feature descriptor coupled with an efficient way of expression for 
users’ preferences in this paper. Our approach partitions images into a number of regions with fixed absolute locations. 
Each region is represented by its low-frequency DCT coefficients in the YUV color space. Two policies are provided in 
the matching procedure: local match and global match. In the local match, the user formulates a query by selecting the 
interested region in the image. Candidate images are then analyzed, by inspecting each region in turn, to find the best 
matching region with the query region. For those query images without clear objects, the user can select the option 
“whole” to conduct the global match. The experimental system shows that this approach is generally effective and 
particularly suited for images with interested regions having features which significantly differ from the global image 
features. With the help of friendly GUI, our system also allows users of any experience level to effortlessly get 
interested images from database. [Life Science Journal. 2010; 7(1): 9 – 14] (ISSN: 1097 – 8135). 
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1. Introduction 

With the explosive growth of commerce on the 
Internet, businesses are advancing digital imaging even 
more swiftly. As digital images quickly increase in 
number, researchers are continually developing improved 
access methods to retrieve images from a large database. 
Generally, image retrieval procedures can be roughly 
divided into two approaches: annotation-based image 
retrieval (ABIR) and content-based image retrieval 
(CBIR). In ABIR, images are often annotated by words, 
such as time, place, or photographer. To access the 
desired image data, the seeker can construct queries 
using homogeneous descriptions, such as keywords, to 
match these annotations. Although ABIR potentially 
offers the most accurate information when images are 
well-named or annotated, it still has the following 
drawbacks [1]. First, manual image annotation is 
time-consuming and therefore costly. Second, human 
annotation is subjective. Furthermore, some images 
could not be annotated because it is difficult to describe 
their content with words. Research in the area of image 
databases also shows that text, specifically provided to 
facilitate image retrieval, is inadequate for conducting 
searches [2]. Even an enormous amount of descriptive text 
cannot adequately substitute for the content of the image 
itself. Unlike ABIR, CBIR tends to index and retrieve 
images based on their visual content. CBIR avoids many 
problems associated with traditional ways of retrieving 
images by keywords. Thus, a growing interest in the area 
of CBIR has been established in recent years. 

CBIR is a complex and challenging problem 
spanning diverse algorithms all over the retrieval 
processes including color space selection, feature 
extraction, similarity measurement, retrieval strategies, 
relevance feedback, etc. Some general reviews of CBIR 

literature can be found in [3-7]. Smeulder et al. reviewed 
more than 200 references in this field [3]. Datta et al. 
studied 120 of recent approaches [4]. Veltkamp et al. gave 
an overview of 43 content-based image retrieval systems 
[5]. Deselaers et al. presented an experimental comparison 
for a large number of different features [6]. Liu et al. 
provided a comprehensive survey of the recent technical 
achievements in high-level semantic-based image 
retrieval [7]. Although various CBIR techniques have 
been established and good performance results were 
demonstrated, there are still many problems not 
satisfactorily solved. In order to improve the retrieval 
performance of a CBIR system, we propose an efficient 
and flexible matching strategy that employs a DCT-based 
feature descriptor coupled with an efficient way of 
expression for users’ preferences. 

The feature extraction method is highly essential in 
CBIR. Being an elementary process, the feature 
extraction will be invoked very frequently; therefore, it 
should be time-efficient and accurate. Some transform 
type feature extraction techniques can be applied to 
reduce the dimension of the vector in representing an 
image, such as wavelet, Walsh, Fourier, 2-D moment, 
DCT, and Karhunen–Loeve. Among these methods, the 
DCT is used in many compression and transmission 
areas, such as JPEG, MPEG and others. Due to the 
superiority in energy compacting property, the DCT is 
often used to extract dominant features of images. 
Through the extraction of the low-frequency DCT 
coefficients, the goal of reduction of dimensionality in 
feature space can be achieved. In our approach, an image 
is first converted to the YUV color space and then 
transformed into DCT coefficients for each image (or 
region). Psycho-perceptual studies have shown that the 
human brain perceives images largely based on their 
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luminance value (i.e., Y component), and only 
secondarily based on their color information (i.e., U and 
V components). Therefore, only the Y component is 
considered in our approach, so as to reduce the 
computation cost. That is, only a block size of 4x4 DCT 
coefficients in the upper-left corner constitutes the 
feature vector of an image (or a region).  

Obtaining the semantics or the meaning of an image 
is another important issue in CBIR. Visual feature alone 
is not enough to distinguish between images. Two 
semantically different images can have very similar 
visual contents. For example, indoor images have often 
similar red color as sunset images. Partitioning or 
segmenting the image into regions may reveal the “true” 
objects within an image. To look at the objects (or 
regions) in the image, instead of looking at the image as 
a whole, is a way to obtain the semantic of an image, 
which is known as region-based image retrieval 
(RBIR)[8]. It contributes to more meaningful image 
retrieval, however, the segmentation algorithms are 
complex and computation intensive and the segmentation 
results are often not correct. To solve this, some 
approaches break images into a fixed number of regular 
rectangular regions. Rudinac et al. partitioned images 
into 4x4 non-overlapped regions and 3x3 overlapped 
regions [9]. It is expectable that using more regions better 
results may be produced but the execution speed 
becomes unsatisfactory slow for a large database. Amir 
et al. divided images at a coarser granularity level in the 
IBM TRECVID video retrieval system, using a fixed 
5-region layout (4 equal corner regions and an 
overlapping center region of the same size) [10]. Instead 
of pursuing sophisticated segmentation methods, we 
extend the Amir’s spatial layout of regions to solve the 
problem stated above. In our CBIR system, the images 
are first segmented into regular regions. The user can 
select the region of interest (ROI) in the query image to 
express his/her intentions. Candidate images are then 
analyzed, by inspecting each region in turn, to find the 
best matching region with the query region. In other 
words, the distance between the query image and a 
candidate image is the smallest distance between the 
query region and five regions within the candidate image. 
The experiment results will verify that the selection of 
ROI is very important in CBIR. 

To further allow users to express their query 
specifications, the feature vector is categorized into four 
groups to represent its average grayness and three 
directional texture characteristics: vertical, horizontal 
and diagonal. It is suitable to find out an optimal set of 
weights; each weight emphasizes an individual feature. 
However, the weights are strongly depends on the query 
image and the user’s personal perceptions or query 
intentions. Therefore, a friendly user interface is 
employed for users to express their personal view of 
perceptual texture properties for the ROI. The 
experimental system shows that with the help of weights 
the performance is further improved. 

This paper is organized as follows. The next section 
introduces color space selection and feature vector 
construction. Section 3 discusses related issues about the 
region of interest and segmentation. The similarity 

measurement is presented in Sec. 4 and the performance 
evaluation method used is given in Sec. 5. Section 6 
presents experimental results. Finally, conclusions are 
drawn in Sec. 7. 

 
2. Feature Extraction 
2.1 Color Space 

A color space is a method by which we can specify, 
create and visualize color. Different color spaces are 
better for different applications [11], for example some 
equipment has limiting factors that dictate the size and 
type of color space that can be used. Some color spaces 
are perceptually linear, i.e. a one-unit change in stimulus 
will produce the same change in perception wherever it 
is applied. Many color spaces, particularly in computer 
graphics, are not linear in this way. Among these color 
spaces, the YUV color space is a bit unusual. The vast 
majority of DVDs already store information in the YUV 
color space. The Y component determines the brightness 
of the color (referred to as luminance or luma), while the 
U and V components determine the color itself (the 
chroma). Y ranges from 0 to 1 (or 0 to 255 in digital 
formats), while U and V range from -0.5 to 0.5 (or -128 
to 127 in signed digital form, or 0 to 255 in unsigned 
form). Some standards further limit the ranges so the 
out-of-bounds values indicate special information like 
synchronization. 

In our approach, the YUV color space is used for 
two reasons: 1) efficiency and 2) ease of extracting the 
features based on the color tones. One another neat 
aspect of YUV is that you can throw out the U and V 
components and get a grey-scale image. Since the human 
eye is more responsive to brightness than it is to color, 
many lossy image compression formats throw away half 
or more of the samples in the chroma channels to reduce 
the amount of data to deal with, without severely 
destroying the image quality. Therefore, only the Y 
component is used in our preliminary study. There are 
many slightly different formulas to convert between 
YUV and RGB. The only major difference is a few 
decimal places. The following equations are used to 
convert from RGB to YUV spaces: 
Y (x, y) = 0.299R(x, y) + 0.587G(x, y) + 0.114B(x, y),    (1) 
U(x, y) = 0.492(B(x, y) −Y(x, y)), and                (2) 
V(x, y) = 0.877(R(x, y) −Y(x, y)).                    (3) 
 
2.2 Feature vector 

The fundamental problem for CBIR systems is to 
extract features for every image and to define a similarity 
measure for comparing images. The features serve as an 
image representation in the view of a CBIR system. 
Image contents can be defined at different levels of 
abstraction. At the first lowest level, an image is a 
collection of pixels. Pixel level content is rarely used in 
retrieval tasks. The raw data can be processed to produce 
numeric descriptors capturing specific visual 
characteristics called features. The most important 
features for image databases are color, texture and shape. 
In general, a feature-level representation of an image 
requires significantly less space than the image itself. 
Some transform type feature extraction methods can be 
applied to reduce the number of dimensions, such as 
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Karhunen-Loeve (KLT), discrete Fourier transform 
(DFT), discrete cosine transform (DCT), and discrete 
wavelet transform (DWT), etc. Among these methods, 
DCT has been known for its excellent energy 
compacting property. It has received a great deal of 
attention and is widely used in image compression. For 
most images, most significant DCT coefficients are 
concentrated around the upper left corner; the 
significance of the coefficients decays with increased 
distance.  

After an image is converted to the YUV color space, 
it is equally divided into four rectangular regions and one 
additional central region. Then the DCT is performed 
over the Y component for a whole image (global features) 
and five regions (regional features). Details on the 
segmentation will be explained in the next section. 
Eventually, an image is represented by one global feature 
and five regional features, each of which is constituted 
by a block of 4x4 DCT coefficients. As a result, only 96 
DCT coefficients are needed for each image.  

Note that the image is inherently a subjective 
medium and it might contain multiple concepts, that is, 
the perception of image content is very subjective, and 
the same content can be interpreted differently. For 
example, one user might be more interested in a different 
dominant feature of the image than the other, or two 
users might be interested in the same feature (e.g., 
texture), but the perception of a specific texture might be 
different for the two users. To solve this problem, the 
feature vector is categorized into four groups: the DC 
coefficient (V1) represents the average energy of the 
image and all the remaining AC coefficients contain 
three directional feature vectors: vertical (V2), horizontal 
(V3), and diagonal (V4), as shown in Fig. 1. The user 
can give different weight for each texture feature based 
on their perceptions for a query. 

 
3. Region of Interest and Segmentation 

Another problem for CBIR systems is that users’ 
intentions are diverse. For example, if an image with 
cloudy blue sky over green grass is used as a query, one 
might be seeking images with cloudy blue sky as the 
main theme whereas another might be seeking images 
largely containing green grass. This issue will be 
examined in our experiments later. Within this great 
diversity, it is suggested that a CBIR system should assist 
users in expressing their intentions behind the query. 
This leads to a number of solutions that do not treat the 
image as a whole, but rather deal with regions within an 
image [12,13]. Partitioning or segmenting the image into 
regions may reveal the “true” objects within an image, 
thus contributing to more meaningful image retrieval. 
The interested object/region in a query is commonly 
defined as region of interest (ROI). For the CBIR task 
that the user is only interested in a portion/region of an 
image, it is defined as localized content-based image 
retrieval [13] or region-based image retrieval (RBIR) [8]. 
A. Region of interest  

In general, existing CBIR can be categorized into 
two major classes, namely, global methods and localized 
methods [12]. Global methods exploit features from the 
whole image and compute the similarity between images 

while local methods extract features from a region 
(portion) of an image and compute the similarity 
between regions. In localized CBIR, an image has to be 
segmented into regions before indexing and retrieval. 
However, it is hard to locate the ROI in the image when 
the interested object/region occupies only a small part of 
the image because the image background can have 
dominant impact on the feature extraction. The most 
direct way to solve the problems is to let the user select a 
ROI while conducting a query. As far as the target region 
is selected, the concept in the query image is expressed 
more accurately.  
B. Segmentation 

There have been many automatic segmentation 
algorithms proposed in localized CBIR. For example, 
SIMPLIcity [14] and WALRUS [15] are both wavelet-based 
and region-based CBIR systems. An obvious drawback 
of such systems is that the segmentation algorithms are 
complex and computation intensive and the size of the 
search space is sharply increased due to exhaustive 
generation of subimages. In addition, the retrieval 
performance is affected significantly because the 
segmentation results are often incorrect. Therefore, the 
automatic detection of subimages remains an elusive task. 
In our work, we resort to a rectangular segmentation 
method, breaking images into a fixed number of regular 
rectangular regions. It seems that the use of more regions 
achieves a better result. However, it is not always the 
case and the execution speed becomes unsatisfactory 
slow for a large database.  

The first step in our retrieval technique is to 
segment the image into regions that (ideally) would be 
easy for users to select their ROI. For this purpose, we 
need a segmentation method that is effective in rendering 
homogeneous regions in a short time. Figure 2 illustrates 
the five rectangular regions segmented in our approach. 
They are obtained by dividing the image into four 
non-overlapping regions and one central region with the 
same size as others, which is similar to the layout of the 
IBM TRECVID video retrieval system [10]. To avoid 
noise during the local match, our system allows users to 
select the ROI from the segmented five regions and only 
this region is then compared with regions in other images 
in the collection. 

 
4. Similarity Measurement 

In CBIR systems, image are in general represented 
and organized into n-dimensional feature vectors. 
Following to image representation, similarity measure is 
one of the key items in the process of image retrieval that 
affects the effectiveness and the efficiency of the 
retrieval technique. In practice, it is hard to define a 
distance between two sets of feature points such that the 
distance could be sufficiently consistent with a person’s 
concept of semantic closeness of two images. Therefore, 
there are very few theoretical arguments supporting the 
selection of one distance over the others; computational 
cost is probably a more important consideration in the 
selection. 

During the retrieval process, the query image and 
the database images are compared by evaluating the 
distance between their corresponding feature vectors. To 
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exploit the energy preservation property of DCT, we use 
the sum of squared differences (SSD) as the distance 
function. Using a simpler distance on lower dimensional 
features means that computation can be saved both in the 
evaluation of distance and in the number of comparisons 
to be performed. For the local match, similarity 
measurement is performed based on region similarity. 
For the global match, the whole image is regarded as a 
“large” region. The distance function is defined as 
follows. 
Overall region visual similarity relies on the combination 
of the four following discriptors: DC(V1), vertical 
texture (V2), horizontal texture (V3), and diagonal 
texture (V4). Let Q and X denote the query image and a 
database image, respectively. Vk is the k-th feature 
vector of an image or a region (In our approach, k = 1 to 
4). Cn is a vector component in Vk. Assume the distance 

dk is the distance between the k-th feature vector 
q

kV
of 

the ROI (e.g., the i-th region
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Similarity is evaluated as a weighted aggregation of 
image features. Wk is the weight assigned to the k-th 
feature vector in a query to express its importance. Thus 
the overall distance between two regions is: 

 

.),(
4

1
∑

=

=
k

kk
x
j

q
i dwRRD

     (5) 

When the user selects an interest region 
q
iR

 in the 
query image Q and issues a query, candidate images are 
hence analyzed, by applying equations (1) and (2) for 
each region in turn, to find the best matching region in an 
image X, which having a smallest distance with the 
query region. The distance between Q and X can thus be 
defined as: 
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The conventional computer vision recognition-based task 
looks for the object to be searched with as small and as 
accurate a retrieved list as possible. But in CBIR, the 
goal is to extract as many “similar” objects as possible, 
the notion of similarity being very loose as compared to 
the notion of exact match. 
 
5. Performance Evaluation 

The evaluation of image retrieval is an essential 
issue for the successful development of CBIR systems. 
However, many CBIR systems use different databases to 
evaluate their retrieval performance. Due to this it is 
really hard to compare the performance of different 
systems even if quantitative results are given. 
Two commonly used performance measures, the 
precision rate p and the recall rate r, in textual 
information retrieval can be adapted for CBIR, which are 
defined as 
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where M is the total number of retrieved images, Nr is 
the total number of relevant images in the database, and 
nr is the number of relevant images retrieved. It is 
assumed that the user inspects the m first images of the 
ranked list. So for every m = 1, 2, …, M, precision pm 
and the recall rm are calculated. Note that considering 
one additional image may raise the precision or lower it. 
This process can be interpreted as looking only at the 
locally optimal answer sets for which recall and 
precision cannot be improved simultaneously by 
inspecting further images. 
In practice, when the number of relevant images is 
greater than the size of the answer list, recall is 
meaningless as a measure of the retrieval quality. To 
overcome this problem, a measure called efficacy is 
introduced [16]: 
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where Mη  is called the efficacy of retrieval for a given 

short-list of size M. If Nr ≤ M, Mη  becomes the 

traditional recall of information retrieval; if Nr > M, Mη  
is indeed the precision of information retrieval. Note that 
the system is still subjected to a user-oriented evaluation. 
The selection of a relevant set in an image database is 
much more problematic than in a text database because 
there often exist different interpretations for the same 
image. 
 
6. Experimental Results 

In order to implement, test, and validate our 
approach, we develop a CBIR system with a 
general-purpose image database including 1,000 color 
images, which was downloaded from the WBIIS 
database [17]. Five categories of images, including eagles, 
brown animals, cloudy sky, mountain scene, and flowers 
were selected as benchmark images; each of these 
images was used in turn to query the image database. 
The returned images are considered relevant once they 
appear in the same category to the query. Unlike 
recognition-based systems, CBIR systems require 
versatility and adaptation to the user, rather than the 
embedded intelligence desirable in recognition tasks. 
Therefore, design efforts in our CBIR system are devoted 
to combine light computation, great flexibility and 
friendly user interface such that the system is evaluative 
enough to let users conduct a query, modify parameters, 
and browse the results for benchmarking.  
During the query process, it’s hard to guess what object 
is the target of users. In our system, users can specify a 
whole image (global match) or a particular ROI (local 
match) as a query. Figure 3 is the interface of our system, 
where the user can specify the ROI, adjust the weight of 
each feature, and inspect the retrieved results. The ROI 
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capabilities in the system, allowing the expressions of 
interested region in the query image, are highly 
appealing to capture a certain level of semantics and can 
be used much in the same way as words. For example, 
the system will accept queries like “Find me all the 
images containing the contents in the upper left region of 
the query image.” To accomplish this, the user can select 
any one of the regions (upper left, upper right, lower left, 
lower right, and center) for local match (or regional 
match). For those query images without clear objects, the 
user can select the option “whole” for global match. For 
a single region query (i.e., regional match), there are two 
options” “same” and “any”, which means the ROI of the 
query image is compared with the “same” or “any” 
region of the candidate images.  

After the user loads a query image and selects the 
ROI, the system first initializes a set of uniformly 
distributed weights for features (i.e., the default weights). 
Then the user’s specific information needs can be 
described by adjusting the weight of each feature. To 
achieve the best possible results, the feature vector of the 
ROI is compared with the feature vectors of all 
predefined regions of candidate images. Through 
exhaustive searches, the top ten in similarity are 
displayed to the user, ranked in the ascending order of 
the distance to the query image from the left to the right 
and then from the top to the bottom. Note that the 
similarity is computed on the basis of the default or 
adjusted weights, modeling what users see when they 
look at the query image. 

Several queries are first given for better illustrating 
the use of global match and local match. For the first 
query, an image of a mountain scene is given as the 
query image, shown as Fig. 4(a). Since no obvious 
object/region appears in the image, the user can not pick 
the region which is perceptually meaningful as the ROI. 
Thus, the user selects the option “whole” to conduct a 
global match. Figure 4(b) gives a very promising result. 
In the second query image, as shown in Fig. 5(a), there is 
a round bright object in the center, surrounded by 
darkness and a faint glow. Figure 5(b) shows the results 
using the global match while Fig. 5(c) shows the results 
using the local match with the option “any”. It is 
observed that local match explores more interesting 
images than global match, which returns images with 
shinning objects at other regions. Another example of 
local match often happens in the real world. If a user 
wants to find out images with cloudy blue sky, but only 
has an image like Fig. 6(a) in hand, he/she can selects the 
ROI that contains his/her target object. It can be seen that 
the result in Fig. 6(b) matches the user’s needs, without 
containing grass “objects” as in the query image. 

A series of experimental results are collected to 
show the feasibilities of our solution. The next 
experiment examines the appropriateness of the feature 
vector (i.e., Y-component) and weights adjustment. The 
benchmark query targets are manually picked from five 
commonly accepted categories. Tables 1 to 5 show all 
the query results; each for one individual category. Table 
6 summarizes the search results for all of the categories. 
It can be noticed that the average efficacy is improved 
from 72.38% to 79.05% if the proper weights are given. 

Some of the query examples even result in great 
improvements by giving different weights. For instance, 
while using ID 240 as the query image, the number of 
the retrieved relevant images increases from 5 to 9 if the 
weights adjusted from (1,1,1,1) to (0,1,1,1). Generally 
speaking, in the query process, users can adjust the 
weights through a set of experiments, with the goal of 
learning which features are most likely to contribute to 
the query. 

The following experiment verified the necessity of 
ROI. We purposely choose ten queries with poor 
performance on the global match, compared with the 
same queries on the local match. Table 7(a) shows the 
retrieval results for global match, where the queries do 
not perform ROI selection and use the whole image for 
feature construction. In the local match, as shown in 
Table 7(b), users can select their ROI with the same 
weights (i.e., default weights) as those in the global 
match. It is obvious that ROI selection makes great 
improvement raising efficacy from 44% to 56%. Next, to 
further evaluate the effectiveness of the weight 
adjustment, we conduct queries with the same ROI 
selections but different weight settings. From Table 7(c), 
it can be seen that the weight adjustment can improve the 
discrimination ability as in the experiment 1, raising 
efficacy from 66% to 81%.  

 
7. Conclusions 

In CBIR, the queries are often exploratory searches 
to decide which image is relevant for a certain purpose 
during the retrieval. For example, users usually search 
the web for images without assuming that the objects 
they are looking for are unique. Any objects described by 
the same information are good enough for a user’s 
generic need. Therefore, CBIR systems require 
versatility and adaptation to the users, rather than the 
sophisticated intelligence for exact recognition tasks. 
Another problem in CBIR is that it is hard to guess what 
object is the target of users. In practice, the region of 
interest (ROI) is easy to observe but hard to isolate 
through automatic region analysis. Even though 
automatic segmentation can isolate multiple objects in an 
image, users still have to explicitly select which is their 
interested one. Thus, it is quite useful if a priori 
knowledge of the ROI is provided by users.  

Under above considerations, this paper presents a 
general and effective feature descriptor and provides a 
simple way for users to express their ROI. The retrieval 
can be either global or local, focusing on the whole 
image or a particular region. During the retrieval 
procedures, users can adjust the weight of each 
individual feature through a series of experiments, with 
the goal of learning which features are most likely to 
contribute to the query. The experiment results show that 
the proposed DCT-based feature descriptor, coupled with 
a selection of ROI, can easily extend the capability of 
CBIR to RBIR. It is also observed that the introducing of 
weight adjustment explores more interesting images and 
improves the retrieval performance. Some promising 
properties of our approach are highlighted as follows: 
1. It is very computationally efficient and provides 

good-enough performance. 
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2. It bridges the semantic gap by providing the 
functionality of ROI. 

3. It offers great flexibility for users to express their 
personal view on each individual feature. 

4. It is simple and easily implementable. 
Now the system is ready for retrieving the images 

through either global or local match, in which queries 
can be formulated at a simple semantic level. The 
experiments show that our approach provides a generic 
and efficient solution for image retrieval. However, we 
found that the color tones of the retrieved images are not 
always similar to that of the query image even though 
they are similar from the viewpoint of texture or shape. 

This is because only Y component is used in the feature 
vector for retrieval efficiency. In the future, we are going 
to consider the use of the U and V components and find 
out a balance point between efficiency and accuracy. In 
addition, from the computational point of view, CBIR 
systems are potentially expensive and have response 
times growing with the ever-increasing sizes of the 
databases associated to them. To address this challenge, 
our continuing study includes designing a multiple-stage 
CBIR system and developing a filter that eliminates 
those candidate images with widely distinct features at 
an earlier stage. 
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