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Applying Non-stable Time Series Model to Forecast the Groundwater Dynamic Variation in the Well-Irrigated Rice Area in Sanjiang Plain
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Abstract: Recently, the situation of groundwater shortage is rather serious in Sanjiang Plain. More and more so called “funnels” and “hanging pump” phenomenon appears. The groundwater level descends continually. Therefore, the Chuang Ye Farm in Jian San Jiang Department has been taken as an example in this article, to build up the non-stable time series random model by means of applying the random analysis method. Through using this model, the article simulates the dynamic variation and forecast the varied trend in the future. This article refers to provide some references for the continually develop of agriculture and groundwater resources.
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1. Introduction
San Jiang Plain is an important base of food production in our country. In recent decades, the great progress has been made through developing well rice and adopting rice to control flood. The area of rice has achieved about 10 million acres by the end of 1998, and 80% of which is well-irrigated rice. Most farmers have been getting rich gradually. But the blindly abuse of enlarging rice area has led to the groundwater crisis. Because farmers have exploited the ground water largely and immoderately and the measurements of saving water were out of date, it leads to water resources waste for no reason and the groundwater crisis and appears the phenomenon of “hanging pump” and funnel. In the spring of 1996, the fact that more than 600 “hanging pump” can’t work normally has appeared only in Jian San Jiang administration bureau. The ground water resources crisis has constrained the future development in Sanjiang Plain. Therefore, researching the groundwater dynamic variety law is imperative under the situation in order to provide scientific reference for ascertaining the development scale of well rice in Sanjiang Plain reasonably. It is significant in theory and in practice (Fu, 2000). 

2. Establishing the Random Model

The dynamic varies of the groundwater table resulted from the precipitation, man-made exploitation and random factors. Because of seasonal precipitation, the groundwater table varies periodically. Variation of the groundwater table has the trend of periodical descent because man-made exploitation is increasing year after year. The mathematics expression of the groundwater level dynamic change in the area of well irrigated rice is as follows (Li, 1999). 
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  Where 
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 is the groundwater level (
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), 
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 is the varied trend item (
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) arose by groundwater exploitation, 
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 is periodical change item (
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) arose by seasonal precipitation, 
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 is the random item and 
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 is surplus value of the groundwater level. 
  Thus, long-term observation sequences belong to non-stable time series. It is necessary to analyze the series’ components one by one. 

2.1 The Varied Trend Item (Ding, 1988; Yang, 1996; Ding, 1998)
The varied trend of the groundwater level annual time series can be ascertained by the stepwise regression analysis method. Firstly, give a common polynomial function:
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  Then ascertain the mathematics expression of trend item through adopting stepwise regression method and selecting in computer, or append the trend line to original data directly in the software of Excel2000. If water level fits the one of the followed formulae, it just is the required trend variety item.
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  Where 
[image: image15.wmf]a

 and 
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 are indefinite coefficients and 
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 is time serial number. 

  In practice, the moving average method, orthogonal polynomial method and spline function may be also adopted to select trend item and gain the trend item equation. To analyze periodical item of the trend item is deducted from the original data. 

2.2 Periodical Variation Item 
The common methods of selecting periodical item 
[image: image18.wmf])
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 include variance analysis, correlation analysis, harmonic analysis and periodical figure analysis (Fu, 2000; Li, 1999; Ding, 1988; Ding, 1998). 
  Since the groundwater dynamic variation takes place yearly or monthly as period obviously, this paper adopts harmonic analysis method. The aim of harmonic analysis is to separate some simple harmonic waves with different amplitude and phase from the irregular curve of groundwater dynamic variation for researching its statistical law and character. Because Fourier series may fit the physical phenomena with periodicity and separate the periodical variation item and random item in the surplus value of groundwater level, the periodical variation item of groundwater level can be ascertained by Fourier series harmonic analysis. The formula of Fourier series is:
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  The frequency multiplication limit is 
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 is odd number. Same as the regression analysis, regression variance of original series 
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  Thus, the total variance 
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 of series 
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 may be expressed by the summation of each harmonic variance and surplus variance. Therefore, the statistical measurement 
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 can be carried out to inspect the significance of the 
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th harmonic, that 
[image: image34.wmf]3)

-

N

F(2,

1

2

2

1

2

2

1

2

2

2

～

)

N

(

)

C

S

(

C

F

k

y

k

-

-

-

=

 and

follows
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distribution with of freedom degree of 
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. We may do significant test each harmonic one by one through using 
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 inspection with the mentioned data. The periodical item of the series can express as the superposition of each significant harmonic. Consequently, ascertain the model of periodical item function is as following. 
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  Where: 
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 = number of significant harmonic. 
  Thus, there is only random item 
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2.3 Random Item (Ding, 1988; 1998; Du, 1991; Zheng, 1999)
If random component 
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  For the stable random component 
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 model and its expression is: 
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where 
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 is the average of the random series, and 
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  The 
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 model is established as followed: 
  Step 1: to select the model’s type. 
  Through analyzing and treating the random series, the auto correlation figure can be drawn according to the followed formula. The formula is:
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  Where time delay k equals to 0,1,2,…m. When n is larger than 50 (
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)， m may be less than n/4 and m equals to n/10 usually. Draw the allowable range that confidence level of auto-correlation coefficient is 95% in the auto-correlation figure. If α equals to 0.05, allowable range of auto-correlation coefficient 
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  If 
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-step correlation coefficient is prominent to the independent sequence, the original random sequence is a mean square contingency sequence and the 
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 model can be adopted.

  Step 2: normal conversion (Ding, 1988; Zheng, 1999). 
  Do normal test for the random series 
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. If the series is skewness distribution, it is necessary to doing normal conversion.
  Step 3: identification of the model form (Ding, 1988; Ding, 1998; Du, 1991). 
[image: image195.wmf])

(

)

(

)

(

)

(

t

v

t

h

t

H

t

x

-

-

=

  The identification of the model form is to ascertain the steps 
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. The main method is to do statistical analysis for partial correlation coefficient. The coefficient 
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 can be calculated by Yule-Walker equation estimation method through solving the followed matrix. It is as the following: 
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  The allowable range of partial correlation coefficient is 
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  Step 4: parameter estimation 
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 model can be ascertained. 
  Step 5: Farther identification of the model. 
  When the selected steps are 
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 model is the best. Otherwise, select the smallest AIC value and compare them further. 
  Step 6: model inspection. 

  The main inspection is whether the residual error item 
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  The former steps are basic steps for establishing 
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2.4 Establish Non-stable Time Series Model 
  Through surplus the former trend item 
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, the non-stable time series random model of the groundwater can be obtained as: 
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3. Modeling Example
3.1 Introduce Basic Conditions
  Chuang Ye farm occupies the area of 533.3 
[image: image118.wmf]2

km

 in Jian San Jiang Administration Bureau, Sanjiang Plain. The main crop is rice and the areas of the farm had increased largely from 2000 acres in 1985 to 365000 acres in 2000. Annual groundwater exploitation had increased from 1.2 million 
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 in 1985 to 164.25 million 
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 in 2000. The investigation data in 1996 indicated that the exploitable groundwater was 49.26 million 
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 in the farm and exploitation of the groundwater had reached to 75 million 
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. The groundwater is exploited excessively. If it is necessary to satisfy the well rice areas increasing year after year, this need exploit the groundwater more extensively in the condition that irrigation norm varies very little. The groundwater exploitation in 2000 has reached to 164.25 million 
[image: image123.wmf]3
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 and the phenomena of funnel and “hanging pump” have appeared largely. This has treated to the agriculture production and domestic water. Therefore, it is necessary to simulate the groundwater dynamic variation law and forecast developable trend according to the observation data of groundwater level from 1985 to 2000 in Chuang Ye farm in order to provide significant reference for the decision-makers. 

Table 1. The Data Table of the Groundwater Depth in Sanjiang Plain (1985～2000)

	
	Jan.
	Feb.
	Mar.
	Apr.
	May.
	Jun.
	Jul.
	Aug.
	Sept.
	Oct.
	Nov.
	Dec.
	Mean 

	1985
	2.97
	3.02
	3.29
	3.35
	5.60
	5.41
	4.82
	3.61
	2.92
	2.03
	1.95
	1.94
	3.41

	1986
	3.01
	3.18
	3.45
	3.51
	5.82
	5.58
	4.95
	3.95
	3.01
	2.21
	2.13
	2.13
	3.58

	1987
	3.2
	3.31
	3.56
	3.72
	6.01
	5.73
	5.2
	4.11
	3.21
	2.33
	2.3
	2.3
	3.75

	1988
	3.4
	3.42
	3.8
	3.88
	6.21
	5.88
	5.41
	4.31
	3.35
	2.48
	2.4
	2.41
	3.91

	1989
	3.45
	3.51
	3.62
	3.91
	6.31
	6.02
	5.52
	4.37
	3.39
	2.52
	2.48
	2.45
	3.96

	1990
	3.84
	3.84
	3.95
	4.23
	6.59
	6.41
	5.83
	4.76
	3.61
	2.61
	2.60
	2.55
	4.24

	1991
	4.15
	4.17
	4.25
	4.41
	7.05
	6.93
	6.31
	5.20
	3.81
	2.95
	2.85
	2.84
	4.58

	1992
	4.25
	4.30
	4.33
	4.43
	7.23
	7.00
	6.65
	5.48
	3.90
	3.61
	3.50
	3.47
	4.85

	1993
	4.5
	4.53
	4.7
	4.99
	7.68
	7.45
	7.30
	5.73
	4.55
	3.86
	3.65
	3.65
	5.22

	1994
	4.75
	4.78
	4.81
	4.91
	7.97
	7.81
	7.80
	6.14
	4.79
	4.01
	3.90
	3.90
	5.46

	1995
	4.60
	4.63
	4.80
	5.00
	8.16
	8.01
	7.92
	6.37
	5.40
	4.76
	4.27
	4.25
	5.68

	1996
	4.60
	4.65
	4.83
	5.00
	8.47
	8.00
	7.90
	6.47
	5.52
	4.93
	4.60
	4.60
	5.80

	1997
	5.01
	5.11
	5.1
	5.29
	8.67
	8.21
	8.06
	6.69
	5.73
	5.18
	4.95
	4.95
	6.08

	1998
	5.03
	5.33
	5.63
	6.10
	11.07
	10.93
	9.10
	8.02
	7.52
	5.33
	5.19
	5.19
	7.04

	1999
	5.22
	5.22
	5.34
	6.17
	11.59
	11.85
	13.06
	10.58
	8.62
	7.50
	6.57
	6.57
	8.19

	2000
	6.49
	6.39
	6.40
	6.55
	10.25
	13.76
	12.75
	10.92
	8.95
	7.86
	7.01
	7.00
	8.69


  From Table 1, the groundwater embedded depth has taken on ascending trend since Chuang Ye farm developed the well rice planting in 1985. Annual mean embedded depth of the groundwater increased 2.39 meter among 1985 and 1996 because the well rice area is about 0.12 million acres and the groundwater exploitation is comparatively small. However, the groundwater level has descended rapidly for recent four years because the rice area increasing has broken the dynamic balance of groundwater and could not supply the lateral influent of ambient river water. Because of the effect of seasonal precipitation, the groundwater table has periodical variation during the year. Therefore, the type of data model belongs to non-stable time series random model. It can be expressed by adding the above items as:
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  Where, the symbolic meanings are the same as the above and under-mentioned symbols. 
3.2 Establish the Model of Trend Item 
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Based upon, to select the appropriate trend item, the model in the specific condition which takes the significant level 
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=0.05 by fitting has been established. The model is as:
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  The curve of selected trend item shows in Figure 1. 
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Figure 1. The Curve of Tendency Item
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Figure 2. The Curve of Period Item

3.3 Establish the Fit Model of the Periodical Item 
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According to the above formulae, the limit of frequency multiplication (the maximal number of wave) has been taken as 
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 equals to 96, Fourier series is showed as in Table 6. 
  The total variance 
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 statistical measurement equals to 8.8433, 163.6796 and 9.7032 respectively. Because the values are larger than 
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  The curve of periodical item function is shown in Figure 2. 
  If the trend item 
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3.4 Establish Random Model
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3.4.1 Normal Inspection of Random Series
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  In calculating, the manual value 
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 is 0.0239. Because the skewness coefficient tends to 0, the series may be taken account as a standard distribution and do not need normal conversion. 

3.4.2 Auto Correlation Analysis of the Random Series
Applying the above formulae, the auto-correlation coefficient may be obtained when 
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. The auto correlation figure has been shown in Figure 3. From Figure 3 the step 1 and step 12 of the random series is prominent to the independent series. Therefore, annual variation of the groundwater has dependent character and is a mean square contingency series. Adopt 
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3.4.3 Partial Correlation Analysis of Random Series
  The task of partial correlation analysis is to ascertain the model steps. The partial correlation figure shows in Figure 4. It shows that 
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3.4.4 Farther Identification of 
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 Model
Farther identification is that the steps of model are fit or not by using 
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 criterion. The result of calculation is as followed:
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  The model with 12 steps is best one according to 
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 criterion.

3.4.5 
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 Model Inspection
The main inspection is that the residential item 
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  The normal test of independent random series 
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 obeys normal distribution. The random item model is:
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3.5 Model combination
After folding each trend item model, the non-stable time series random model about the dynamic variation of the groundwater embedded depth can be carried out as: 
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Table 2. The Data of Forecast Groundwater Depth in Chuang Ye Farm in Sanjiang Plain (2001 ～2003)

	
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	Mean

	2001
	7.7790
	7.6623
	7.4138
	8.0388
	10.7718
	13.8892
	14.3394
	13.4114
	11.7809
	10.0815
	8.7644
	8.3037
	10.19

	2002
	8.5626
	8.4424
	8.2990
	9.1161
	11.3228
	13.9963
	15.2516
	15.2722
	14.4037
	12.9368
	11.3916
	10.2419
	11.6031

	2003
	9.5539
	8.9517
	8.7462
	9.6365
	11.6317
	14.0312
	15.7047
	16.5313
	16.6389
	16.0139
	14.7786
	13.1547
	12.95


4. Fitness and Forecast of the Model
Applying the model to fit the monthly mean precipitation from 1985 to 2000 in Chang Ye farm, the calculation has been carried out with well fitting as shown in Figure 5. The forecast is the embedded depth of the groundwater month by month in next 3 years. The forecast curve is shown in Figure 6 and the forecast value is in Table 2. 
From the previous figure, the result calculated by the non-stable random model fitted to the original groundwater embedded depth series very well. The relative error of the model is 
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. Through calculating, the mean relative error of the model is 6.49%. It can be found from Table 2. The groundwater level will descend continually in next 3 years in the region and the mean annual draw down rang is about 1.5 meter if according to the present development trend. 
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Figure 3. The Auto-correlation Figure of the Random Serial
About Groundwater Depth
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Figure 4. The Partial Correlation Figure of the Random Serial
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Figure 5. The Fitted Curve of the Random Model
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Figure 6. The Forecasting Curve of the Groundwater Depth Dynamic varied in Chuang Ye Farm (2001-2003)
5. Conclusion
Applying surplus and fitting the regression analysis, Fourier series harmonic analysis and auto regression model, the authors have established the groundwater embedded depth forecast model with high fitting precision and good forecast result in Chuang Ye Farm, Sanjiang Plain. Meanwhile, the authors provided the references for future sustainable utilization of the groundwater resource in the region and put forward the indexes of quantity and scientific references in theory to guide the well rice production reasonably in Chuang Ye Farm and Sanjiang Plain. 
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