Intelligent Decision Support System for Breast Cancer Diagnosis by Gene Expression Profiles

Hanaa Saleml, Gamal Attiya2, Nawal El-Fishawy2

1 Communications & Computer Department, Faculty of Engineering, Delta University, Egypt.

2 Computer Science & Engineering Dept., Faculty of Electronic Engineering, Menoufia University, Egypt.

hana\_future@gmail.com, gamal.attiya@yahoo.com, nelfishawy@hotmail.com

Abstract: Breast cancer transpires as one of the leading cause of deathly diseases among women worldwide. Nevertheless, there is evidence that early detection and treatment can increase the survival rate of breast cancer patients. This paper presents an Intelligent Decision Support System (IDSS) for breast cancer diagnosis by using gene expression profiles. The proposed system first extracts significant features from the input patterns by using Information Gain (IG) and then employs Deep Genetic Algorithm (DGA) for feature reduction as well as for breast cancer diagnosis. The proposed system is evaluated by considering a benchmark microarray dataset and compared with the most recent systems. The results show that the proposed IDSS outperforms other systems in terms of diagnosis time and accuracy. The proposed system produces 100% classification accuracy. In addition, the proposed system reduces the required memory space.
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1. Introduction

Breast cancer is one of the common cancer-related diseases among women worldwide. Invasive breast cancer happens in nearly one out of eight (12 %) women during their lifetime. On January 2012, more than 2.9 million US women with breast cancer were alive [1]. Some of these women were cancer free, while others still has evidence of cancer and may have been go through treatment. In 2013, an estimated 232,340 new cases of invasive breast cancer are diagnosed among women [2]. In 2015, the American Cancer Society's estimates that about 231,840 new cases of invasive breast cancer will be diagnosed in women, about 60,290 new cases of carcinoma in situ (CIS) will be diagnosed (CIS is non-invasive and is the earliest form of breast cancer) and about 40,290 women will die from breast cancer [3]. Although a very intensive research has been carried out, there is still no concrete evidence of the root cause, preventive methods and the much-anticipated cure for cancer [4]. In reality, some of the cancerous tissues appear to be very aggressive. Therefore, early detection and treatment of cancer minimize the risk for the cancerous tissue to spread to other organ. If the cancerous cells are diagnosed at a localized stage, the chance of survival is extremely high. Therefore, the early detection of breast cancer is the key to increase survival rate. The traditional method for diagnosing the disease relies on human skills to identify the occurrence of convinced pattern from the database. However, this age-old method may subject to human error, inaccurate, time-consuming and labor intensive, and cause unnecessary burden to radiologists. Moreover, by the time of the detection completed, it may already be at a critical stage [5]. Recently, a number of Computer Aided Diagnosis (CAD) systems and machines learning techniques have been developed and functional in order to help doctors in the diagnosis decision process. In these systems, several approaches have been used to detect and classify breast cancer, e.g., a Meta-learning method based on Grammar Evolution (MGE) [6], decision trees C4.5 algorithm, ID3 algorithm and CART algorithm to categorize these infections and match the effectiveness, correction rate between them [7]. A hybrid approach for automated diagnosis in medical genetics is visual diagnostic decision support system services machine learning (ML) algorithms and digital image processing techniques [8]. Other approaches are Artificial Neural Networks (ANNs), Bayesian Networks (BNs), Support Vector Machines (SVMs) and Decision Trees (DTs) [9].Recent advances in microarray technology have opened new research direction for medical diagnosis. Microarray gene expression technology has opened the possibility of investigating the activity of thousands of genes simultaneously. Gene expression profiles show the relative abundance of messenger ribonucleic acid (mRNA) corresponding to the genes. Gene expressions refer to the production level of proteins specific for a gene. Thus, discriminant analysis of microarray data has great potential as a medical diagnostic tool since results represent the state of a cell at the molecular level. The goal of microarray data classification is to build an efficient model that identifies the differentially expressed genes and may be used to predict class membership for any unknown samples [5]. The application of microarray data for cancer type classification has recently gained in popularity. Several techniques have been used to implement feature selection, e.g., data mining and genetic algorithm [10], hybrid information gain and genetic filter/wrapper algorithm [11], multiple PCA with sparsity [12], decision rules (feature gene pairs) mining algorithm[13], genetic algorithm [14], discrete wavelet [15], mutual information [16], regularized least squares, entropy-based techniques, instance-based techniques, random forests, least squares support vector machines, and various clustering techniques such as K-means clustering [17].DNA microarray technology is a great platform efficiently used for the analysis of gene expression in a wide variety of experimental researches. However, because of the large number of features ((in the request of thousands) and the little number of samples ( basically not as much as a hundred) in this type of datasets, microarray data analysis face the "large p- small n" paradigm also known as the execrate of dimensionality. In spite of the very intensive research effort, challenges posed in microarray classification are the availability of only a limited number of samples in comparison to the high-dimensionality of the samples, and experimental variations in measured gene expression levels [5]. The minor number of cancer samples typically available to train the model compared with the number of genes features can reduce the performance of the classifier and present the risk of over-fitting. Cancer classification based on gene expression data contains a great number of features, which needs a relatively large training set to learn a classifier with a small error rate. Over-fitting a classification approach may be avoided by selecting a subset of genes features to learn a model. This paper presents an Intelligent Decision Support System (IDSS) for breast cancer diagnosis by gene expression profiles. The proposed IDSS combines the Information Gain (IG) to and two stages Genetic Algorithm (GA) called Deep Genetic Algorithm (DGA). The system uses the Information Gain (IG) to extract significant features from the input patterns. Where, an information gain value is first calculated for each gene (feature), the features are then arranged according to the IG and finally the features are selected based on a predefined threshold. In addition, the system uses the DGA for feature reduction and breast cancer diagnosis. The DGA uses GA to first extract higher-level features from the input vectors (feature reduction), after which, these features are given to the main GA to-do the actual prediction by dividing selected features into two classes and comparing the summation of gene expression value in each class. The rest of this paper is organized as follows. Section 2 presents the literature survey of related work while Section 3gives an overview of the information entropy and the information gain. Section 4 presents the proposed intelligent decision support system and describes the workflow of the proposed system. Section 5 illustrates the experimental results while Section 6 presents the conclusion and the future progress of the research work.

2. Related Work

Several techniques have been developed and tuned aiming to early detect breast cancer. In [18], a knowledge selection and classification of breast cancer disease using Adaptive Neuro-Fuzzy Inference System (ANFIS) is developed. The ANFIS is evaluated by using the Wisconsin Breast Cancer Diagnosis (WBCD) dataset established at University of California, Irvine (UCI). The results show that the performance is improved and the accuracy of classification is98.25%. Intelligent system that includes the artificial neural networks (ANN) based expert system for the automatic breast cancer diagnosis is becoming popular among researchers. In [19], a numerous intelligent techniques covering supervised and unsupervised Artificial Neural Network (ANN), and statistical and decision tree based, have been applied to classify dataset related to breast cancer health care obtained from the UCI repository site. The individual approaches are first tested and then collective together to form ensemble approach. The experimental results show that the accuracy obtained by applying the ensemble approach is better than that obtained by applying the individual approaches. However, Counter Propagation Network (CPN) is a good approach among all other individual models. The obtained accuracy by this approach is very near to that obtained in case of ensemble approach. In [20], a thermal camera for imaging the patients, significant parameters was resulting from the images for their rearward analysis with the assistance of a genetic algorithm. A fuzzy neural network was passed with the principal components for clustering breast cancer was identified. The number of images used for the test included a database of 200 patients out of whom15 were diagnosed with breast cancer via mammography. Results of the base method appearance a sensitivity of 93%.Training of the fuzzy-neural network was of the order of clustering 1.0923><10-5, reached to 2% and the selection of parameters in the hybrid module gave rise-measured errors. In [21], a medical decision support system is developed based on Genetic Algorithm (GA) and Least Square Support Vector Machine (LS-SVM) for the detection diabetes on a Pima Indian Diabetes database of UCI machine learning repository. The system uses Genetic algorithm to select additional significant feature subset from the given feature set of the database and uses Least Square Support Vector Machine for classification. The performance of the suggested system is analyzed using various parameters like classification accuracy, using 10-fold cross-validation and distraction matrix. The results show that the classification accuracy of the suggested system outperforms that of different standing systems. The accuracy of the system for the PID database was found to be 81.33% with GA as a feature selection method. In [22], classification of cancer based on gene expression has provided insight into possible treatment strategies. Supervised learning techniques that have been active to classify cancers, a hybrid feature selection method based on an attribute selection method Relie IF and a genetic algorithm used to find a set of genes that can best distinguish between cancer subtypes or normal against cancer samples. The application of various classification methods (decision tree, k-nearest neighbor, support vector machine, bagging, and random forest) on 5 cancer databases shows that no classification process generally outmatch all the others. However, the k-nearest neighbor and linear SVM improve the classification performance over other classifiers. In [23], Gene range select based on a random forest method lets selective subset for better classification of cancer databases was proposed. Results show's that various gene arrays assist in increasing the overall classification accuracy of the cancer related databases, as the amount of genes can be further scrutinized to form the best subset of genes. It can support the gene-filtering technique for further analysis of the microarray data in gene network analysis, gene-gene interaction analysis and several other related fields. However, as the number of genes features and information rise, it becomes more interesting to integrate the disparate database into a reliable classification model. Enhancing machine-learning techniques that can successfully distinguish among cancer subtypes or normal versus cancer samples is vital.

3. Entropy and Information Gain

Naturally, gene expression dataset keep a high dimension and a small sample size. This makes testing and training of general classification methods very hard. In general, only a relatively small number of gene expression data out of the total number of genes considered shows a significant correlation with a certain phenotype. In other words, even though thousands of genes are usually investigated, only very small number of these genes displays a correlation with the phenotype in question. Therefore, in order to study gene expression profiles correctly, feature selection (also called gene selection) is crucial for the classification process [24]. Feature selection depends on the importance of the numerous features, characteristics after removing redundant distinct features, picking out the classification of certain significant features to reduce the dimension of the feature space [25].Entropy is a basic vital concept in information theory. Shannon [26] uses the concept of entropy in information processing and offered the concept of 'information entropy'. Entropy is a measure for computing information and is a measure of the degree of uncertainty of a random variable. In the information gain, the measure of the importance of the feature is to see how much information could classify as to bring the more information, the more important features[27]. If X is a discrete random variable with probability function, its entropy is defined by:

H(X)= - EiP(Xi) 1 o g 2( P(Xi)) (1)

It is seen that, extra changes of random variables, greater information obtained through them. For the classification system, class C is variable, so the entropy of the classification system can be defined as:

H(C)= - £L= xP(Ci) 1 og2(P(q )) (2)

Here, P(ci) represents priori probability of the categorical variables C and is the categories number of the classification system. In particular, for two classification problems (where L number of classes, L=2), information entropy in equation (2) can be defined as:

H(C) = - P(cJ 1og2(P(cx)) - Pfe) 1og2(Pfe )) (3)

For a gene X, it may have n possible values (xj, x2, xn). The corresponding conditional entropy is

H(c/x) = - Z?= i P(X ) £L= i P(C / X ) 1og2 (P(C/ x ))

 (4)

P(ci/xJ) represents the conditional probability of variables C after gene X is fixed, n all number of genes and L number of classes. Thus, the Information Gain (IG) of gene X brings to the classification system can be expressed as the difference between the original system information entropy and the conditional entropy after gene X is fixed.

IG(X) = H(C) - H(C/X) (5)

If gene X and category C are not relevant IG(X) = H(C) - H(C/X) = zero. While, if relevant, H(C) > H(C/X), i.e., IG(X) = H(C) - H(C/X) > 0. The larger the difference is, the stronger the correlation between X and C. Therefore, the differential entropy defined as information gain, represents the amount of information obtained after the elimination of uncertainty. Clearly, larger information gain value a feature item has, the larger involvement it makes, extra important for the classification. Therefore, when choosing genes, usually choose genes with great information gain to signify the original high-dimensional gene first, and use them as an origin for further gene selection.

4. Proposed System

Figure 1 shows the general framework of the proposed Intelligent Decision Support System (IDSS). The system first accepts Gene Microarray Dataset as input patterns, then selects significant features (feature selection) from the input patterns by using Information Gain (IG) and finally the system employs two stages genetic algorithm, called Deep Genetic Algorithm (DGA), for data reduction as well as for breast cancer diagnosis.



Figure 1: Proposed IDSS Framework



Figure 2: Workflow of the proposed system

4.1 Proposed System Workflow

Figure 2 shows the workflow of the proposed system. The system works as follows:

1. Load dataset having N attributes.
2. Calculate Information Gain (IG) value of each gene.
3. Arrange attributes (gene features) in decreasing order according to their IG values.
4. Select the M top most attributes (M<N) whose IG value is greater than a predefined threshold value.
5. Initiate parameters of Genetic Algorithm (GA) like population size, crossover rate, and mutation rate.
6. Create population of attribute.
7. Train the classifier by the resulting chromosomes (feature subset).
8. Measure the accuracy of GA classifier.
9. Find the fitness value of each chromosome using accuracy function of genetic classifier.
10. Apply crossover and mutation for generation of new chromosomes while stopping criterion is not valid.
11. Repeat step 7 and 9 while stopping criteria do not meet.

4.2 Gene Microarray Dataset

The microarrays datasets are managed as a matrix with its rows denote the genes (features) and the columns denote the samples. Commonly, only a small number of gene expression data display a strong correlation with a certain phenotype matched to the whole number of genes investigated. This implies that if a large number of genes studied; only a small number show significant correlation with a certain phenotype. Therefore, in order to analyze gene expression profiles validly, feature (gene) selection is crucial for the classification process. The objective of feature selection is to recognize the subset of differentially expressed genes that are potentially appropriate for distinguishing the sample classes [28].The training data matrix will be utilized for the gene selection step and the result diminished train subset will train the implemented classifiers. The test data matrix will be the controller to see if the suggested classification systems are effective by analyzing what number of test samples they will classify accurate [29].

4.3 Information Gain Algorithm

The information gain algorithm works as follows: Input: original gene sets C; Output: selected gene subset feature selection (FS).

1. Establish Classification Attribute (in Table 1).
2. For each class of known samples probability, compute classification entropy according to the probability
3. using the formula (2)
4. For each attribute (gene) in table 1, calculate the probability of all of its values. Compute conditional
5. Probabilities.
6. According to the probability obtained using the formula (4) for each gene (attribute), calculates conditional
7. Entropy.
8. Calculate Information Gain using classification attribute (5) for all genes (attributes).
9. Sort the outcomes obtained in 5) and Select k Attribute with the highest gain as a compact subset of genes FS
10. (Depends on threshold).

4.4 Deep Genetic Algorithm

The Deep Genetic Algorithm (DGA) consists of two stages of genetic algorithm. At the first stage, the genetic algorithm learns to extract relevant features from the input patterns or from the extracted features by the IG. At the first stage, GA performs the actual prediction of breast cancer diagnosis using significant extracted features as inputs.

4.4.1 Genetic Algorithm based Feature Reduction (First Stage)

In this stage, the features chosen by IG are used for feature selection by the genetic algorithm GA. Figure 3 shows the GA procedure. The population is initialized randomly, with each chromosome in the population coded to a binary string. The chromosome length represents the number of the features. The bit value {1} represents a selected feature, whereas the bit value {0} represents a non-selected feature. Standard genetic operators, such as crossover and mutation, are applied without modification [30].

1. Encoding and Initial Population

Each variable is connected with one bit in the string. If the ith bit is active (value 1), then the i\* gene is selected in the chromosome. While, a value 0 indicates that the corresponding feature is ignored. In this way, each chromosome represents a dissimilar feature subset.

1. Selection

Roulette wheel selection is used to probabilistically choose the individual to practice a parent mating pool which size is alike to the population size minus the elitism number. The probability that an ith individual is selected is given by(6) Li FiHere Fi and PopSize are the fitness of ith individual and the population size respectively. In this way, the fitter individual will have a good chance to be selected for intermarriage and thus will inherit their genetic information in the next generation.

1. Crossover

The first and second individuals from the intermarriage pool are paired for the crossover operation. This is trailed byte third and fourth chromosomes and the process is continual until the last and second last chromosomes. If the size of the parent pool is odd, the first chromosome is moved to the temporary population before pairing the remaining. Crossover is used to swap the genetic material of chromosomes between selected couples to produce new offspring that are capable of preserving the characteristics of the parent chromosomes well. Many kinds of crossover procedures have been tried in GAs to date. In this study, a 2-point crossover operator was used, which chose two cutting points at random and alternately copied single segments out of each parent. The crossover rate was 0.8.



Figure 3: Genetic Algorithm

d. Mutation

After that, all the chromosomes resulted from the crossover will go through a mutation operation and consequently, anew offspring is produced. If a mutation was present, either one of the offspring’s was mutated, and its binary representation changed from 1 to 0, or from 0 to 1 after the crossover operator is applied. If the mutated chromosome was superior to both parents, it replaced the worst chromosome of the parents; otherwise, the most inferior chromosome in the population was replaced [31]. The GA was configured to contain 100 populations and was run for20 generations in each configuration. The mutation rate was 0.1.

e. Fitness function

The fitness function assesses each chromosome in the population so that it may be ranked against all the other chromosomes. The essential goal of feature subset selection is to use little features to achieve the same or enhanced performance. Additionally, it has been found that the collection of features with low redundancy among them, by given that various information about the target class, and with a certain resemblance to the target class, can improve the performance rates. Hence, the fitness function should contain three terms: the misclassification error, the number of features selected and a redundancy measure among them. The purpose of the genetic search in the DGA approach is to seek "good" gene subsets having the minimal size and the highest prediction accuracy. To achieve this objective, we devise a fitness function taking into account this criterion.

f. Features Selection Procedures

Step 1: Generate random population of Y Chromosomes. These Chromosomes are potential solution for the given problem.

Step 2: Assess the fitness function f(x) of each chromosome x in the random population.

Step 3: Create a new population of Chromosomes by repeating the following steps until the new population is complete

3. a Select two parent chromosomes from the current population according to their fitness value (the best fitness, the larger chance to be selected)

3. b With a crossover probability cross over the parents to form a new offspring (children). If crossover operation was not complete, offspring is an exact copy of parents.

3. c With a mutation probability mutate new offspring at each locus (position in chromosome).

3. d Place new offspring in a new population

Step 4: Use newly generated population for the further runs

Step 5: If the end condition is satisfied, stop the process and return the best solution in current population

Step 6: Go to step 2.

4.4.2 GA-Based Classifier (Second Stage)

4.4.2.1 Genetic Programming (GP)

In fact, GP is a branch of genetic algorithm (GA), and the main difference between GP and GA is the structure of individuals. GA has string-structured individuals while GP's individuals are trees [32]. The GP structure is as follows:

* Generate an introductory population of solutions: The initial solutions are made to satisfy the population. There will be an expansive variety of solution structures through the procedure of this arbitrary generation. Figure 4 shows the solutions in the population of GP.
* Evaluate every solution by a fitness function: every solution is assessed to decide its fitness. The evaluation function, called "fitness function", is an imperative component GP. The fitness function is problem specific. Each solution will have a measure of goodness attendant with it.
* Create a novel population by genetic operators: The target of applying genetic operations on the population is to build the better quality population of the solutions. There are three genetic operators: reproduction, crossover, and mutation [33].



Figure 4: The Solution Structure of GP.

* Reproduction: An amount of good solutions are selected in view of their fitness value to be replicated to the next generation. This procedure saves good solutions.
* Crossover: This operator recombines parts from two great solutions, called "parents", to make new solutions, called "offspring" or "child". Two great solutions are chosen. The likelihood of a solution being chosen is corresponding to its fitness. The crossover points, which decide the location to exchange parts, are randomly selected. In GP, the sub-trees from parents are exchanged as shown in Figure 5. This process creates two new offspring [34].



Figure 5. The crossover operator in GP

• Mutation: To keep diversity in the population and to empower investigation of distinctive solutions, the mutation operator changes some piece of a solution arbitrarily. A solution is selected randomly and a location to be changed is selected [35]. In GP, a part is mutated by supplanting it with a small arbitrary tree as shown in Figure 6.

Parent Child

Figure 6. The mutation operator in GP

These stages have been repeated until the termination criteria are met. The end measure for the run may be characterized by the best fitness quality or a most extreme number of generations. All through generations, the quality of solutions is moved forward and improved. The outcomes from every run are distinctive as the search for a solution is probabilistic and the solution for this problem is not one of a kind.4.4.2.2 Classification by Means of GP

GP-based classifier is denoted by a classification tree. It comprises of symbols from the function set F and the terminal set T. The function set F comprises of arithmetic operators and the terminal set T comprises of number of genes constants and variables characterized as takes after: F = {+, \*, /} and T = {0... number of genes, xi...xn}. The variables denote the value of the expression level of genes. To calculate the fitness of a candidate, its expression is assessed. The variables (xi... xn) are data from the microarray dataset. If the result of evaluating an expression is more than 0, it is classified as Class 1. Otherwise it’s classified as Class 2. An expression is assessed with data in the training set. The total number of the accurate classification is counted to calculate the fitness value of the expression. The higher fitness value indicates the better solution.

5. Experimental Results and Discussion

The proposed system is evaluated by using the Skewed cancer gene expression datasets downloaded from the Kent Ridge Bio-medical Dataset website [36].

5.1 Microarray Datasets

The Kent Ridge Bio-medical Dataset is an online repository of [high-dimensional biomedical datasets](http://datam.i2r.a-star.edu.sg/datasets/krbd/index.html%23ListOfDataSets) including gene expression data, protein-profiling data and genomic sequence data that are related to classification and that are published recently in Science, Nature and so on prestigious journals. The database contains prognosis results of 78patients out of which 34 are relapse and 44 are non-relapse for train [36]. The microarrays dataset is arranged as a matrix. The rows of the matrix represent the genes (features) while the columns represent the samples (patients). The microarray gene expression data matrix Xij takes the size (mg \* ms). Where, mg is the total number of genes ranges from 0 to i and m is the total number of samples ranges from 0 to j. As the number of collected samples are limited, the microarray data matrix partitioned into two matrices; training data matrix and testing data matrix. The training data matrix will be used for the gene selection stage and the result decreased train subset will train the implemented classifiers. The testing data matrix will be the guide of evaluating the proposed classification system, by noting the number of test samples that the system will classify correctly. Table 1 summarizes detailed information about the microarray datasets. The datasets have two classes; relapse and non-relapse, 78 training samples, 19 testing samples, 24481 genes, and 0.75-1.7 imbalance ratios.

Table 1: Dataset Details

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Datasets | Classes | Genes | Train Samples | Test samples |
| Breast | relapse, | 24481 | 78 (34 relapse & 44 | 19 (12 relapse & 7 |
| Cancer | non-relapse (2) |  | non-relapse) | non-relapse) |

5.2 Performance Metrics

Table 2 summarizes the various performance metrics. The results are measured in contradiction of the following diagnostic performance measures. True Positive (TP): the number of positive cases correctly detected. True Negative (TN): the number of negative cases correctly detected. False Positive (FP): the number of negative cases diagnosed as positive. False Negative (FN): the number of positive cases diagnosed as negative.

Table 2: Diagnostic performance measures Breast Cancer

|  |  |  |  |
| --- | --- | --- | --- |
| Cancer Test | Present | Absent | Total |
| Positive | True Positive (TP) | False Positive (FP) | (TP+FP) |
| Negative | False Negative (FN) | True Negative (TN) | (TN+FN) |
| Total | (TP + FN) | (TN+FP) | (TP+FN+TN+FP) |

These performance metrics are first computed and then used to compute Classification Accuracy (CA) of the algorithm according to equation (7).

**** v '

5.3 Threshold Value

In the proposed system, the first step uses IG for feature selection. Each feature has its own IG value which regulates whether this feature is to be selected or not. The threshold value is applied for checking the features. If a feature has IG value greater than the predefined threshold, the feature is selected; otherwise, it is not selected. Greater information gain will result in a higher likelihood of gaining pure classes in a target class. After calculating the information gain values for all features, a threshold for the results was recognized. Since most papers show that most IG values are zero after the computation process, not many features have an effect on the category in a data set, signifying that these features are irrelevant for classification. The thresholds in studies were 0 for most of the data sets. Table 3 shows that attribute ranking with threshold for discarding attributes: threshold value = 0.

5.4 GA Parameter Settings

The GA, a wrapper method is implemented. The features selected during the main-stage were used for feature selection by the genetic algorithm. The GA population is set randomly, with each chromosome in the population coded to a binary string. The bit value {1} signifies a selected feature, whereas the bit value {0} signifies a non-selected feature, however the chromosome length represents the number of the features. Both, the active features and the number of them are generated randomly. In experimentation, we use the population size of 100 individuals. Scattered crossover, in which each bit of the offspring is chosen randomly, was the choice for combining parents of the previous generation. The crossover rate was set to 0.8. Strategy selection based on roulette wheel and uniform sampling was Applied, excellent an elite count value of 50(number of chromosomes which are taken in the next generation). According to that, consider a traditional mutation operator which flips a specific bit with a probability rate of 0.2. A modification which includes mutating a random number of bits between 1 and the number of active features of the individual is presented. Since it was empirically proved that the best subsets include few features, this change avoids the increase on the number of most active attributes (features) in the last generations of the GA. Fitness functions will be used; Classification accuracy (CA) of genetic algorithm according to equation (7) and the used number of genes.

Table 3: Information Gain Ranking Filter; Attribute ranking with threshold for discarding attributes: threshold value = 0.



5.5 Experimental Results

Table 4 shows the experimental results of applying the proposed system on the breast cancer microarray gene expression dataset. From the table, IG threshold value 0.7 is the optimal value for this dataset. At this value, features are reduced from 24481 attributes to 45 attributes in IG and reduced farther to 22 features by applying GA with 100 population size and 20 evaluation progress. In addition, the accuracy of classification is 100%. By using the proposed system, memory space occupied by irrelevant and redundant attributes are removed and hence lot of memory space is reduced.GP method results in balanced and unbalanced trees with several different depths. The max depth of each individual is restricted to 3, and each non terminal is forced to have exactly three children, which can be terminals or non- terminals. The crossover rate is 0.8, and the mutation rate is 0.4. The population size is 100,and the maximum number of generations is 20. The fitness function for each individual is its accuracy on the validation set. The implementation of GP is based on the Pyevolve library [37].

Table 4: Classification accuracy and extracted features under different IG threshold values

|  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
|  | IG Threshold |  |  | No. of features (Genes) |  |  | No. of features (Genes) |  |  | Accuracy of |  |
|  | Value |  |  | After IG |  |  | After GA |  |  | Classification |  |
| 0.0 | 828 | 396 | 78.9474 % |
| 0.38 | 605 | 316 | 89.4737% |
| 0.5 | 203 | 115 | 89.4737% |
|  | 0.7 |  |  | 45 |  |  | 22 |  |  | 100% |  |
| 0.9 | 18 | 8 | 94.7368 % |

In the current study, many thresholds are tested. For each threshold, if the information gain value of the feature was higher than the predefined threshold, the feature is selected; if not, the feature was not selected. From this study, the best threshold value for this dataset is 0.7, where it achieves accuracy of classification of 100%.

Figure 7 shows the classification accuracy of the proposed system (IG-DGA) and six different algorithms(GAANNRP, GAANNLM, GAANNGD and GA-LDA, GA-SVM and GA-NB) reported in [4, 38]. In the GAANNRP, GAANN LM, and GAANN GD algorithms [4], the feature selection method is Genetic Algorithm (GA) while the classifiers are Artificial Neural Networks (ANN) with three different variations of Back Propagation (BP) techniques. The different Back Propagation (BP) variations are namely Resilient Back-Propagation (RP), Levenberg Marquart (LM) and Gradient Descent (GD) with momentum. These BP variations are used for parameter optimization of the artificial neural networks (ANN) by fine-tuning of the weight of the ANN. In the GA-LDA, GA-SVM and GA-BN [38], the feature selection method is Genetic Algorithm (GA) while the classifiers are Linear Discriminant Analysis (LDA), Support Vector Machines (SVM) and Naive Bayes (NB). From Figure 7, by comparing the experimental results, the proposed system improves the sample classification accuracy; the accuracy of classification is 100%. The experimental results show that the proposed strategy is able to improve the stability of the selection results as well as the sample classification accuracy.



Figure 7: Classification Accuracy of the Proposed Method and Six Other methods.

6. Conclusions and Future Works

In this paper, an intelligent decision support system (IDSS) is developed based on Information Gain (IG) and Deep Genetic Algorithm (DGA). In the proposed system, the IG is employed to pre-select features while the DGA is used to further identify a small feature subset for accurate sample classification. A benchmark microarray dataset is used to evaluate the proposed algorithm. The experimental results suggest that the proposed strategy is able to improve the stability of the selection results as well as the sample classification accuracy. The proposed system can achieve a good result in terms of classification accuracy comparing with other methods, decreasing medical errors, and minimizing life-threatening events caused by delayed or uninformed medical decisions. This algorithm achieves the optimal value for accuracy of classification percentage 100% from 24481attributes which are reduced to 45 attributes in IG, which used 100 population size and 10 evaluation progress for GA feature Selection attributes reduced to 22. Memory space occupied by irrelevant and redundant attributes are removed and hence lot of memory space is reduced. In the future work, we will integrate various kinds of genomic data (e.g., interaction of protein-protein dataset and gene expression profile) to increase and enhance the prediction accuracy as compared to using gene expression alone.
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